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A B S T R A C T

This paper describes the neural controller design for the longitudinal dynamics of a generic hypersonic flight vehicle (HFV). The dynamics are transformed into the strict-feedback form. Considering the uncertainty, the neural controller is constructed based on the single-hidden layer feedforward network (SLFN). The hidden node parameters are modified using extreme learning machine (ELM) by assigning random values. Instead of using online sequential learning algorithm (OSLA), the output weight is updated based on the Lyapunov synthesis approach to guarantee the stability of closed-loop system. By estimating the bound of output weight vector, a novel back-stepping design is presented where less online parameters are required to be tuned. The simulation study is presented to show the effectiveness of the proposed control approach.
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1. Introduction

Hypersonic flight vehicles may offer a reliable and more cost efficient way to access space by reducing flight time. Also quick response and global attack became possible. Hypersonic flight control is challenging since the longitudinal model of the dynamics is known to be unstable, non-minimum phase with respect to the regulated output, and affected by significant model uncertainty. The main difficulty of the control law design for the hypersonic aircraft is due to the high complexity of the motion equations and there is little knowledge of the aerodynamic parameters of the vehicle.

Recently adaptive control and robust control are popularly studied on hypersonic flight controller design [1]. Back-stepping design [2] is an explicit tool for systematic nonlinear design. The HFV dynamics are written in the linearly parameterized form [3] and then robust adaptive dynamic inversion with back-stepping arguments is conducted. Dynamic surface control with control inputs saturation design is studied in [4].

Intelligent control is one important aspect for hypersonic flight control since it has the capability of uncertainty approximation [5–7,22]. Since modern aircrafts are equipped with digital computers, the controller should be designed in discrete-time form [8]. Controller on the basis of continuous system is usually implemented by a digital computer with a certain sampling interval [9]. There are two methods for designing the digital controller. One method, called emulation, designs a controller with the continuous-time system, and then discretizes the controller. The other is to design the controllers directly based on the discrete system. In contrast to the emulation method, the discrete controller is designed in a discrete domain so that the performance of the controller may not depend on the sampling rate and the upper bounds of the neural network (NN) weight update rates guaranteeing the convergence can be estimated analytically while emulation method is otherwise [10].

Focused on discrete time design, the adaptive NN back-stepping HFV control [11] is studied to deal with the system uncertainty. The Kriging based adaptive controller is designed in [12] where the uncertainty is described as the realization of the Gaussian random functions [13]. The simulation shows the effectiveness of the controller design [11,14]. In the above schemes, the structure of NN is determined according to some prior information regarding the system to be approximated. Then the stable adaptive laws can be generated in a linear fashion. However in practice, systems are time-varying and the prior information is difficult to obtain. In this case, the exact values for the NN are hard to determine.

In this paper, a new stable neural control scheme is presented. The SLFN with RBF nodes is used as the function approximator to estimate the unknown nonlinearity. Different from the existing methods, the parameters of SLFN are adjusted based on the ELM. ELM has attracted widespread concern in recent years [15–17]...
since it overcomes some challenges faced by other techniques [18] such as (1) slow learning speed, (2) trivial human intervene, and/or (3) poor computational scalability. ELM works for generalized SLFN. The essence of ELM is that the hidden layer of SLFN needs not to be tuned. Compared with those traditional computational intelligence techniques, ELM provides better generalization performance at a much faster learning speed and with less human intervene. In [19], an approach for performing regression on large data sets in reasonable time is proposed using an ensemble of ELMs and the experiments show that competitive performance is obtained on the regression tasks. In [20], the ELM is utilized to train the controller by randomly assigning the parameters of hidden nodes. The output weights are synthesized using a Lyapunov function for guaranteeing the stability of the closed-loop system. Also it is indicated that original ELM cannot follow its reference trajectory well since the original ELM lacks stability proof of the whole control system and thus the convergence of the tracking error cannot be satisfied.

In this paper, considering the use of digital computer, the backstepping controller is designed with ELM by randomly assigning the parameters of hidden nodes. The updating law is designed with Lyapunov synthesis approach in discrete-time. Following the functional decomposition [11], we design the controller separately for the subsystems. Furthermore, the “minimal learning parameter” technique based on bound estimation of weight vector [14,21] is incorporated to reduce the computation burden. In this paper, only the cruise trajectories are considered for the control problem in this paper and we does not consider the ascent or the reentry of the vehicle.

This paper is organized as follows. Section 2 describes the longitudinal dynamics of a generic hypersonic flight vehicle. The strict-feedback form is formulated and the discrete analysis model is obtained in Section 3. SLFN based on ELM is illustrated in Section 4. Section 5 presents the adaptive controller design based on ELM. The weight bound estimation based controller is designed in Section 6. The simulation result is included in Section 7. Section 8 presents several comments and final remarks.

2. Hypersonic air vehicle model

The model of the longitudinal dynamics of a generic hypersonic aircraft in [1] is considered. This model is composed of five state variables $\mathbf{x} = [V, h, \alpha, \gamma, q]^T$ and two control inputs $\mathbf{u} = [\delta_e, \Phi]^T$ where $V$ is the velocity, $\gamma$ is the flight path angle, $h$ is the altitude, $\alpha$ is the attack angle, $q$ is the pitch rate, $\delta_e$ is the elevator deflection and $\Phi$ is the throttle setting.

The dynamics of hypersonic aircraft are described by the following nonlinear equations:

$$
\dot{\mathbf{x}} = \begin{bmatrix}
\cos \alpha - D/m & \sin \gamma \\
L + T \sin \alpha - (\mu + V^2 \alpha) \cos \gamma/Vr^2
\end{bmatrix}
\dot{\gamma}
$$

where $T$, $D$, $L$ and $M_{yy}$ represent thrust, drag, lift-force and pitching moment respectively, $m$, $L$, $M_{yy}$ and $\mu$ represent the mass of aircraft, moment of inertia about pitch axis and gravity constant. $r$ is the radial distance from center of the earth.

Refer to Appendix A for more information about the model.

3. System transformation

3.1. Strict-feedback formulation

Refered to [11,14], the formulation of the subsystems is presented in (6) and (8). The related definition of the system is listed in Appendix B.

The velocity subsystem (1) can be rewritten as follows:

$$
\dot{V} = f_x + g_x u_x \\
\dot{\alpha} = q - \gamma \\
\dot{\gamma} = \frac{M_{yy}}{I_{yy}}
$$

The tracking error of the altitude is defined as $\tilde{h} = h - h_d$ and the flight path command is chosen as

$$
\gamma_d = \arcsin \left( \frac{-k_0 (h - h_d) - k_1 (h - h_d) dt + h_d}{V} \right)
$$

if $k_0 > 0$ and $k_1 > 0$ are chosen and the flight path angle is controlled to follow $\gamma_d$, the altitude tracking error is regulated to zero exponentially [5].

Assumption 1. The thrust term $T \sin \alpha$ in (3) is neglected because it is generally much smaller than $L$.

Define $\mathbf{x}_1 = [x_1, x_2, x_3]^T$, $x_1 = \gamma$, $x_2 = \theta_t$, $x_3 = q$ where $\theta_t = \alpha + \gamma$. Then the strict-feedback form equations of the altitude subsystem (3)-(5) are written as

$$
\dot{x}_1 = f_1(x_1) + g_1(x_1)x_2 \\
\dot{x}_2 = f_2(x_1, x_2) + g_2(x_1, x_2)x_3 \\
\dot{x}_3 = f_3(x_1, x_2, x_3) + g_3(x_1, x_2, x_3)u_A \\
u_A = \delta_e
$$

Assumption 2. $f_i$ and $g_i$ are unknown smooth functions. There exist known constants $\overline{g}_i$ and $\underline{g}_i$ such that $\overline{g}_i \geq g_i \geq \underline{g}_i > 0$, $i = 1, 3, v$.

Remark 1. From Appendix B, the $f_i$ is really complicated and it is considered to be totally unknown. $g(k)$ is time varying however according to the parameter perturbation, the bound of gain is easy to derive with the simple linear expression.

The goal pursued in this study is to design a dynamic controller $\delta_e$ and $\Phi$ to steer system altitude and velocity from a given set of initial values to desired trim conditions with the tracking reference $h_d$ and $V_d$. With the command transformation (7), the control objective of system (8) is to design an adaptive controller, which makes $\gamma \rightarrow \gamma_d$, further $h \rightarrow h_d$ and all the signals involved are bounded.

3.2. Discrete-time model

By Euler expansion with sample time $T_s$, systems (6) and (8) can be approximated as

$$
V(k+1) = V(k) + T_s [f_x(k) + g_x(k)u_x(k)]
$$

$$
x_1(k+1) = x_1(k) + T_s f_1(x_1(k)) + g_1(x_1(k))x_2(k) \\
x_2(k+1) = x_2(k) + T_s f_2(x_1(k), x_2(k)) + g_2(x_1(k), x_2(k))x_3(k) \\
x_3(k+1) = x_3(k) + T_s f_3(x_1(k), x_2(k), x_3(k)) + g_3(x_1(k), x_2(k), x_3(k))u_A(k)
$$

4. SLFN based on ELM

For $N$ arbitrary distinct samples $(\mathbf{x}_i, \mathbf{t}_i)$, where $\mathbf{x}_i = [x_{i1}, x_{i2}, \ldots, x_{in}]^T \in \mathbb{R}^n$ and $\mathbf{t}_i = [t_{i1}, t_{i2}, \ldots, t_{in}]^T \in \mathbb{R}^n$, standard SLFN with
\(N\) hidden neurons can be expressed as follows:
\[
\sum_{j=1}^{N} \beta_j G(x_j; w_j, b_j) = o_j, \quad j = 1, \ldots, N
\]
where \(w_j = [w_{j1}, w_{j2}, \ldots, w_{jm}]^T\) and \(b_j\) are the learning parameters of hidden nodes, \(\beta_j = [\beta_{j1}, \beta_{j2}, \ldots, \beta_{jm}]^T\) is the weight vector connecting the \(i\)th hidden neuron and the output neurons and \(G(x_j; w_j, b_j)\) is the output of the \(i\)th hidden node with respect to input \(x_j\).

Let \(X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{N \times m}\), \(w = [w_1, w_2, \ldots, w_N]\) and \(b = [b_1, b_2, \ldots, b_N]\). The standard SLFN with \(N\) hidden neurons each with function \(g(x)\) can approximate these \(N\) samples with zero error means that \(\sum_{i=1}^{N} \| o_i - t_i \| = 0\), i.e., there exist \(\beta\), \(w\) and \(b\) such that
\[
H(x; w, b)\beta = T
\]
where
\[
H(x_1, \ldots, x_N, w_1, \ldots, w_N, b_1, \ldots, b_N) = \begin{bmatrix}
G(x_1; w_1, b_1) & \cdots & G(x_1; w_N, b_N) \\
\vdots & \ddots & \vdots \\
G(x_N; w_1, b_1) & \cdots & G(x_N; w_N, b_N)
\end{bmatrix}_{N \times N}
\]
\[
\beta = [\beta_1^T, \ldots, \beta_N^T]_{N \times m}
\]
and
\[
T = [t_1^T, \ldots, t_N^T]_{N \times m}
\]
In which the case of \(N < N\) and \(H\) being a nonsquare matrix, one may be interested to find \(\hat{w}_i, \hat{b}_i, \hat{\beta}_i\) \((i = 1, \ldots, N)\) such that
\[
\min_{\hat{w}_i, \hat{b}_i, \hat{\beta}_i} \|H(\hat{w}_1, \ldots, \hat{w}_N, \hat{b}_1, \ldots, \hat{b}_N)\hat{\beta} - T\|
\]
\[
= \min_{\hat{\beta}} \|H(\hat{w}_1, \ldots, \hat{w}_N, \beta, b)\hat{\beta} - T\|
\]
The popular back-propagation learning algorithm has several issues such as local minimal, overfitting, slow convergence rate. ELM is an efficient approach to solve the above issues. The essentials of ELM are as follows: (1) randomly generate hidden node without the knowledge of the training data; (2) learn without iterative tuning since it only adjusts the output weights; (3) minimize both MSE and adjusting parameters. For fixed input weights \(w\) and the hidden layer biases \(b\), to train an SLFN is simply equivalent to finding a least-squares solution \(\hat{\beta}\) of the linear system
\[
H\hat{\beta} = T
\]
The unique smallest norm least-squares solution of the above linear system is
\[
\hat{\beta} = H^T T
\]
For RBF hidden nodes with Gaussian function \(g(\cdot)\), \(G(x_j; w_j, b_j)\) is given by
\[
G(x_j; w_j, b_j) = g(||x_j - w_j||)
\]
where \(w_j\) and \(b_j\) are the center and impact factor of the \(i\)th RBF node, respectively. The RBF network is a special case of SLFN with RBF nodes in its hidden layer. Each RBF node has its own centroid and impact factor and its output is given by a radially symmetric function of the distance between the input and the center.

### 5. Adaptive control with ELM

When the SLFN is utilized to approximate the unknown nonlinear functions in the designed control scheme, according to the property of ELM, the hidden node parameters need not be tuned during training and may simply be assigned with random values.

The error definition is presented:
\[
z_{1}(k) = x_{1}(k) - x_{1d}(k)
\]
\[
z_{2}(k) = x_{2}(k) - x_{2d}(k)
\]
\[
z_{3}(k) = x_{3}(k) - x_{3d}(k)
\]
where \(x_{1d}(k)\) is derived from (7), \(x_{2d}(k), x_{3d}(k)\) are the virtual control inputs to be designed.

For simplicity, we define \(g_i(k) = T_{i}g_i(k)\), \(\overline{G}_i(k) = T_{i}g_i(k)\), \(\epsilon_i(k) = x_i(k)\), \(\theta_i(k) = \theta_i(X(k))\), \(i = 1, 2, 3\), \(v\).

The related controller design is illustrated in the following 3 steps:

**Step 1:** From the definition of \(z_{1}(k)\) in (17), we have
\[
z_{1}(k+1) = x_{1}(k+1) + T_{1}f_{1}(k) + g_{1}(k)x_{2}(k) - x_{1d}(k+1)
\]
where \(x_{1d}(k+1)\) is acquired from (7).

Define \(X_{1}(k) = [V(k), x_{1}(k), h_{1}(k), h_{2d}(k) + h_{2d}(k)^2]^{T}\). The uncertainty is defined as
\[
U_{1}(k) = x_{1}(k) - T_{1}f_{1}(k) + x_{1d}(k+1) + \frac{z_{1}(k)}{G_{1}(k)}
\]
\[
= H_{1}(X_{1}(k), w_{1}, b_{1})\hat{\beta}_{1} + \epsilon_{1}(X_{1}(k))
\]
\[
\hat{\beta}_{1} = \frac{\hat{\beta}_{1} - \beta_{1}^*}{\lambda_{1}}
\]
with \(0 < \lambda_{1} < 1\). \(\hat{\beta}_{1}\) is the estimation of \(\beta_{1}^*\).

Combining (18), (20) and (22), the following equation can be obtained:
\[
z_{3}(k+1) = x_{3}(k) + T_{3}f_{3}(k) + g_{3}(k)x_{3}(k) - x_{3d}(k+1)
\]
\[
= G_{1}(k)z_{2}(k) + G_{1}(k)x_{2d}(k) - x_{1}(k) - T_{1}f_{1}(k) + x_{1d}(k+1)
\]
\[
= G_{1}(k)z_{2}(k) + G_{1}(k)
\]
\[
= G_{1}(k)z_{2}(k) + G_{1}(k)x_{2d}(k) + G_{1}(k)z_{1}(k) + G_{1}(k)H_{1}(X_{1}(k))\hat{\beta}_{1} - \epsilon_{1}(k)
\]
\[
= G_{1}(k)z_{2}(k) + G_{1}(k)x_{2d}(k) + G_{1}(k)H_{1}(X_{1}(k))\hat{\beta}_{1} - \epsilon_{1}(k)
\]
\[
\hat{\beta}_{1} = \hat{\beta}_{1} - \beta_{1}^*
\]
The robust adaption law is designed as
\[
\hat{\beta}_{1}(k+1) = \hat{\beta}_{1}(k) - \lambda_{1}(k)H_{1}(k)z_{1}(k+1) - \delta_{1}(k)\hat{\beta}_{1}(k)
\]
where \(\lambda_{1} > 0\) and \(0 < \delta_{1} < 1\).

**Step 2:** From (18), we know
\[
z_{2}(k+1) = x_{2}(k) + T_{2}f_{2}(k) + g_{2}(k)x_{3}(k) - x_{2d}(k+1)
\]
Define \(X_{2}(k) = [V(k), x_{1}(k), x_{2}(k), h_{3}(k), h_{2}(k+1), h_{2d}(k+2)]^{T}\).

The uncertainty \(U_{2}(k)\) is defined and can be approximated by NN as
\[
U_{2}(k) = x_{2}(k) - T_{2}f_{2}(k) + x_{2d}(k+1) + \frac{z_{2}(k)}{G_{2}(k)}
\]
\[
= H_{2}(X_{2}(k), w_{2}, b_{2})\hat{\beta}_{2} + \epsilon_{2}(X_{2}(k))
\]
where \( \beta_2^* \) is the optimal parameters for SLFN to approximate \( U_2(k) \) while \( \epsilon_2(k) \) is the SLFN reconstruction error.

Take \( x_1(k) \) in (25) as the virtual control input and design its desired value as

\[
\begin{align*}
x_{3d}(k) &= \left( c_2 - 1 \right) z_2(k) + H_2(k) \hat{\beta}_2(k) \\
\end{align*}
\]

with \( 0 < c_2 < 1 \), \( \hat{\beta}_2(k) \) is the estimation of \( \beta_2^* \).

The error dynamics are derived as

\[
\begin{align*}
z_3(k+1) &= G_3(k) z_2(k) + \frac{G_4(k)}{c_2} c_2 z_2(k) + H_4(k) (H_2(k) \hat{\beta}_2(k) - \epsilon_2(k)) \tag{28}
\end{align*}
\]

where \( \hat{\beta}_2(k) = \hat{\beta}_2(k) - \beta_2^* \).

The adaptation law is

\[
\beta_2^T(k+1) = \beta_2^T(k) - \lambda_2 H_2(k) z_2(k) + \epsilon_2(k) \tag{29}
\]

where \( \lambda_2 > 0 \) and \( 0 < \delta_2 < 1 \).

Step 3: From (19), we know

\[
\begin{align*}
z_3(k+1) &= x_3(k) + T_3 f_3(k) + g_3(k) u_3(k) - x_{3d}(k) \tag{30}
\end{align*}
\]

Define \( X_3(k) = [V(k), X_3(k), h_4(k), h_4(k+1), h_4(k+2), h_4(k+3)]^T \):

\[
\begin{align*}
U_3(k) &= -x_3(k) - T_3 f_3(k) + x_{3d}(k) + \frac{z_2(k)}{c_3} \\
&= H_3(k) X_3(k) + H_4(k) \beta_3^T(k) + \epsilon_3(k) \tag{31}
\end{align*}
\]

where \( \beta_3^T(k) \) is the optimal parameters for SLFN to approximate \( U_3(k) \) while \( \epsilon_3(k) \) is the SLFN reconstruction error.

The elevator deflection is designed as

\[
\begin{align*}
u_3(k) &= \left( c_3 - 1 \right) z_3(k) + H_3(k) \hat{\beta}_3(k) \tag{32}
\end{align*}
\]

with \( 0 < c_3 < 1 \), \( \hat{\beta}_3(k) \) is the estimation of \( \beta_3^* \).

The error dynamics are derived as

\[
\begin{align*}
z_3(k+1) &= G_3(k) z_3(k) + \frac{G_4(k)}{c_3} c_3 z_3(k) + H_4(k) (H_3(k) \hat{\beta}_3(k) - \epsilon_3(k)) \tag{33}
\end{align*}
\]

where \( \hat{\beta}_3(k) = \hat{\beta}_3(k) - \beta_3^* \).

The adaptation law is

\[
\beta_3^T(k+1) = \beta_3^T(k) - \lambda_3 H_3(k) z_3(k) + \epsilon_3(k) \tag{34}
\]

where \( \lambda_3 > 0 \) and \( 0 < \delta_3 < 1 \).

**Theorem 5.1.** Considering system (10) with the controller (32) and the update law (24), (29), (34), all the signals involved are semiglobal uniformly ultimately bounded.

Follow the procedure in [11], the proof could be done. It is very similar and thus omitted here.

For the velocity subsystem, we define \( X_4(k) = [V(k), X_4(k), X_4(k+1)]^T \) and \( z_4(k) = V(k) - V_d(k) \):

\[
\begin{align*}
z_4(k+1) &= V(k) + T_4 f_4(k) + g_4(k) u_4(k) - V_d(k) + \epsilon_4(k) \tag{35}
\end{align*}
\]

The throttle setting is designed as

\[
\begin{align*}
u_4(k) &= -V(k) + c_4 z_4(k) + V_d(k+1) + H_5(k) \hat{\beta}_4(k) \tag{36}
\end{align*}
\]

with \( 0 < c_4 < 1 \), \( \hat{\beta}_4(k) \) is the estimation of \( \beta_4^* \).

The robust updating law is

\[
\beta_4^T(k+1) = \beta_4^T(k) - \lambda_4 H_5(k) z_4(k+1) + \epsilon_4(k) \tag{37}
\]

where \( \lambda_4 > 0 \) and \( 0 < \delta_4 < 1 \).

**Theorem 5.2.** Considering system (9) with the controller (36) and the update law (37), the velocity is semiglobal uniformly ultimately bounded.

Similar to the analysis of altitude subsystem, the proof is omitted here.

It is noted that the tuning rule of output weight \( \beta \) in the OS-ELM is conducted from the least-square error method where the training data arrives one-by-one. But for the closed-loop system, the algorithm is designed to ensure the Lyapunov stability of the system. Though the modification of the output weight is different, the hidden node parameters of the SLFN are randomly determined like the original ELM algorithm [20].

6. Weight vector bound estimation based controller design

As indicated in [14], the neural design could be further simplified by estimating the upper bound of \( \| \hat{\beta}_1 \| \). With this idea, we have the following assumption:

**Assumption 3.** For each \( i = 1, 2, \ldots, n \) on the compact set \( \Omega_0 \), \( \beta^*_i \) satisfies

\[
\| \beta^*_i \| \leq \varphi_i \text{sgn}(\varphi_i) \tag{38}
\]

where \( \varphi \text{sgn}(\varphi_i) = 1 \) if \( \varphi_i \geq 0 \) and \( -1 \) otherwise.

**Remark 2.** In [21], the algorithm is with restriction since the estimation can be positive only. But actually the NN approximation could be negative. Using the \( \text{sgn}() \) function and redefining the assumption, it is more reasonable that the \( \varphi_i \) can be either positive or negative.

In the following, we design the controller with less online adaptive parameters. The procedure for the back-stepping design and the uncertainty definition for each subsystem are the same as in Section 5. To clearly demonstrate the idea, only the first step is specifically illustrated.

**Step 1:** From the definition of \( z_1(k) \) in (17), we have

\[
\begin{align*}
z_1(k+1) &= x_1(k) + T_1 f_1(k) + g_1(k) x_2(k) - x_{1d}(k+1) \tag{39}
\end{align*}
\]

where \( x_{1d}(k) \) is acquired from (7).

Define \( X_1(k) = [V(k), x_1(k), h_1(k), h_1(k+1)]^T \). The uncertainty is defined as

\[
\begin{align*}
U_1(k) &= -x_1(k) - T_1 f_1(k) + x_{1d}(k+1) + z_2(k) + \frac{z_3(k)}{c_1} \\
&= H_1(k) X_1(k) + H_4(k) \beta_1^T(k) + \epsilon_1(k) \tag{40}
\end{align*}
\]

where \( \beta_1^T(k) \) is the optimal parameters for SLFN to approximate \( U_1(k) \) while \( \epsilon_1(k) \) is the SLFN reconstruction error.

Take \( x_2(k) \) in (39) as the virtual control input and design its desired value as

\[
\begin{align*}
x_{2d}(k) &= \left( c_1 - 1 \right) z_2(k) + H_2(k) \hat{\beta}_2(k) + \frac{\varphi_1^2(k)}{\varphi_1(k) + \tau_1 \text{sgn}(\varphi_1(k))} \\
\end{align*}
\]

with \( 0 < c_1 < 1 \), \( r_1 > 0 \), \( \varphi_1(k) = \varphi_1(k) H_1(k) \| where \( \hat{\varphi}_1 \) is the estimation of \( \varphi_1 \).

For the adaptive item, the transformation in [14] is modified as

\[
\begin{align*}
\frac{\varphi_1^2(k)}{\varphi_1(k) + \tau_1 \text{sgn}(\varphi_1(k))} &= \varphi_1^2(k) + \tau_1 \text{sgn}(\varphi_1(k)) \tag{41}
\end{align*}
\]

where \( \hat{\varphi}_1 = \varphi_1 - \varphi_1 \).

**Remark 3.** With the new adaptive design and the estimation error, the transformation is closely related to the absolute value of the norm of SLFN weights. The confusion in [14,21] is eliminated.
The robust adaption law is designed as
\[
\dot{\hat{\phi}}_1(k+1) = \hat{\phi}_1(k) - \lambda_{11} \| H_1(k) \| z_1(k+1) - \delta_{11} \phi_1(k)
\]
where \( \lambda_{11} > 0 \) and \( 0 < \delta_{11} < 1 \).

Combining (18), (39) and (41), the following equation can be obtained:
\[
z_1(k+1) = x_1(k) + T_s f_1(k) + g_1(k) x_2(k) - x_{1d}(k+1)
= G_1(k) z_2(k) + G_1(k) \left[ x_2(k) - \frac{x_1(k) - T_s f_1(k) + x_{1d}(k+1)}{G_1(k)} \right]
\]
\[
= G_1(k) z_2(k) + G_1(k) \left[ \frac{z_1(k) - \delta_{11} \phi_1(k)}{G_1(k)} \right]
\]
\[
\hspace{1cm} = \frac{G_1(k) z_2(k) + G_1(k)}{G_1(k)} z_1(k) + \frac{\delta_{11} \phi_1(k)}{G_1(k)}
\]
\[
\hspace{1cm} + \frac{G_1(k)}{G_1(k)} \left( \phi_1(k) \| H_1(k) \| + \phi_1 \| H_1(k) \| \right)
\]
\[
\hspace{1cm} \frac{\tau_1 \phi_1(k)}{G_1(k)} + \frac{\tau_1 \phi_1(k)}{G_1(k)} - \frac{\phi_1(k)}{G_1(k)} = G_1(k) z_2(k) + G_1(k) \left[ \frac{z_1(k) - \delta_{11} \phi_1(k)}{G_1(k)} \right]
\]

\[
\hspace{1cm} + \frac{G_1(k)}{G_1(k)} \left( \phi_1(k) \| H_1(k) \| + \phi_1 \| H_1(k) \| \right)
\]
\[
\hspace{1cm} \frac{\tau_1 \phi_1(k)}{G_1(k)} + \frac{\tau_1 \phi_1(k)}{G_1(k)} - \frac{\phi_1(k)}{G_1(k)}
\]

\[
\hspace{1cm} = G_1(k) z_2(k) + G_1(k) \left[ \frac{z_1(k) - \delta_{11} \phi_1(k)}{G_1(k)} \right]
\]

\[
\hspace{1cm} + \frac{G_1(k)}{G_1(k)} \left( \phi_1(k) \| H_1(k) \| + \phi_1 \| H_1(k) \| \right)
\]
\[
\hspace{1cm} \frac{\tau_1 \phi_1(k)}{G_1(k)} + \frac{\tau_1 \phi_1(k)}{G_1(k)} - \frac{\phi_1(k)}{G_1(k)}
\]

\[
\hspace{1cm} = G_1(k) z_2(k) + G_1(k) \left[ \frac{z_1(k) - \delta_{11} \phi_1(k)}{G_1(k)} \right]
\]

\[
\hspace{1cm} + \frac{G_1(k)}{G_1(k)} \left( \phi_1(k) \| H_1(k) \| + \phi_1 \| H_1(k) \| \right)
\]
\[
\hspace{1cm} \frac{\tau_1 \phi_1(k)}{G_1(k)} + \frac{\tau_1 \phi_1(k)}{G_1(k)} - \frac{\phi_1(k)}{G_1(k)}
\]

\[
\hspace{1cm} = G_1(k) z_2(k) + G_1(k) \left[ \frac{z_1(k) - \delta_{11} \phi_1(k)}{G_1(k)} \right]
\]

\[
\hspace{1cm} + \frac{G_1(k)}{G_1(k)} \left( \phi_1(k) \| H_1(k) \| + \phi_1 \| H_1(k) \| \right)
\]
\[
\hspace{1cm} \frac{\tau_1 \phi_1(k)}{G_1(k)} + \frac{\tau_1 \phi_1(k)}{G_1(k)} - \frac{\phi_1(k)}{G_1(k)}
\]
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Fig. 3. Flight path angle.

Fig. 4. Pitch angle.

Fig. 5. Pitch rate.

Fig. 6. Elevator deflection.

Fig. 7. Throttle setting.

Fig. 8. SLFN response of $x_{26}$. 
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Step 2: The controller is presented as
\[ x_{3d}(k) = \frac{(c_{22} - 1)z_{22}(k)}{G_2} + \phi_{z_2}(k) + r_2 \text{sign}(\phi_{z_2}(k)) \]
with \( 0 < c_{22} < 1, \tau_2 > 0, \phi_{z_2}(k) = \|z_2(k)\| \).

The adaption law is
\[ \dot{\phi}_{z_2}(k+1) = \phi_{z_2}(k) - \lambda_{z_2} \|H_2(k)\| z_2(k+1) - \delta_{z_2} \phi_{z_2}(k) \]
where \( \lambda_{z_2} > 0 \) and \( 0 < \delta_{z_2} < 1 \).

Step 3: The controller is presented as
\[ u_2(k) = \frac{(c_{33} - 1)z_{33}(k)}{G_3} + \phi_{z_3}(k) + r_3 \text{sign}(\phi_{z_3}(k)) \]
with \( 0 < c_{33} < 1, \tau_3 > 0, \phi_{z_3}(k) = \|z_3(k)\| \).

The adaption law is
\[ \dot{\phi}_{z_3}(k+1) = \phi_{z_3}(k) - \lambda_{z_3} \|H_3(k)\| z_3(k+1) - \delta_{z_3} \phi_{z_3}(k) \]
where \( \lambda_{z_3} > 0 \) and \( 0 < \delta_{z_3} < 1 \).

**Theorem 6.1.** Considering system (10) with the controller (45) and the update law (42), (44), (46), all the signals involved are semiglobal uniformly ultimately bounded.

The proof is easy to derive with the new error dynamics following the analysis in [14] and thus omitted here.

For the velocity subsystem, the controller is presented as
\[ u_v(k) = -V(k) + C_v z_v(k) + V_d(k+1) + \phi_{v}(k) + r_e \text{sign}(\phi_{v}(k)) \]
with \( 0 < c_v < 1, \tau_e > 0, \phi_{v}(k) = \|v(k)\| \).

The adaption law is
\[ \dot{\phi}_{v}(k+1) = \phi_{v}(k) - \lambda_v \|H_v(k)\| z_v(k+1) - \delta_v \phi_{v}(k) \]
where \( \lambda_v > 0 \) and \( 0 < \delta_v < 1 \). □

**Theorem 6.2.** Considering system (9) with the controller (47) and the update law (48), the velocity is semiglobal uniformly ultimately bounded.

Similar to the analysis of altitude subsystem, the proof is omitted here.

**Remark 4.** The hidden node parameters of the SLFN are randomly determined like the original ELM algorithm. Furthermore, based on the design in Section 5 the new design with less online adaptive parameters is proposed to extend the notation of adaptive bound related estimation and overcome the singularity problem [21].

7. Simulations

The flight of the vehicle is at the condition \( M=15, V=15,060 \text{ ft/s}, h=110,000 \text{ ft}, \alpha=0.03 \text{ rad}, \gamma=0, q=0 \). In this simulation, step commands of 1000 ft and 100 ft/s are selected for altitude and velocity separately. Reference commands are generated by the filter:
\[
\begin{align*}
h_d &= \frac{\omega_n \alpha_2}{(s + \alpha_1)(s^2 + 2\xi_n s + \omega_n^2)} \\
v_d &= \frac{\alpha_n}{s + \alpha_1}
\end{align*}
\]
where \( \alpha_n = 1, \omega_n = 0.2, \xi_n = 0.7, \alpha_2 = 0.2 \). The perturbation is set to be 3% for the parameter set (\( m, \mu, \lambda \)).

To demonstrate the tracking performance, the control methods in Sections 5 and 6 are denoted as weight updating method and norm updating method respectively. The parameters for the ELM controller are selected as \( k_b=2, k_i=0.1, T_s=0.05 \text{ s}, c_1=0.9, c_2=0.7, c_3=0.7, c_4=0.75 \). The weight updating parameters
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Fig. 12. System tracking of weight updating method.

Fig. 13. System tracking of norm updating method.

Fig. 14. SLFN response of $|\hat{\beta}|$. 
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are designed as \( \lambda_i = 0.1 \) and \( \delta_i = 0.01, j = 1, 2, 3, v \). The parameters of the norm updating method are the same as weight updating method. Initially, the random hidden parameters are assigned. In this case, the number of hidden nodes is 50 for each subsystem.

The simulation results are illustrated in Figs. 1–11. Fig. 1 depicts the response performance that the altitude controller tracks the step change with magnitude 1000 ft while the velocity steps from 15,060 ft/s to 15,160 ft/s in Fig. 2. It can be seen that with less tuning parameters the norm updating method achieves almost the same good tracking performance as the weight updating method and the error converges to the small neighborhood of zero in the presence of uncertainty. The system states response of flight path angle, pitch angle and pitch rate is demonstrated in Figs. 3–5. We can see that the system states respond in a quite similar way and this could be further confirmed from the controller response in Figs. 6 and 7. Figs. 8–11 show that the \( \beta_i \) and \( \phi_i \), \( i = 1, 2, 3, v \) are bounded during the control process. Also we see the SLFN responses with a similar trend for \( x_{3d} \) and \( u_v \) while it is quite different for \( x_{3d} \) and \( u_{3a} \). This is due to the fact that \( \phi_1 \) and \( \phi_v \) keep positive while the \( \phi_2 \) and \( \phi_3 \) change from positive to negative during the control application. It is interesting to find that for each virtual control, the absolute value of \( \phi_i \) is different \( \| \beta_i \| \) but the controller input is quite similar while there is a little difference due to the mechanism of the adaptive design from SLFN. It extends the previous result in [14, 21] to a more general case with bound estimation in Section 6.

To further show the performance evaluation, for each method, 5 groups are presented with the random hidden parameters. For both methods, with different hidden parameters, the system responds in a quite similar way and the tracking error converges to the small neighborhood of zero (Figs. 12 and 13). From the SLFN response, we see that the weight norm in Fig. 14 and the bound estimation in Fig. 15 are different since the hidden parameters are randomly assigned. However, the final value converges to some constant. It indicates that the updating algorithm and the controller are robust.

8. Conclusions

In this paper, discrete controller via back-stepping design is applied on hypersonic flight. In the design, the SLFN is used for uncertainty approximation. The hidden node parameters of SLFN are determined based on the ELM algorithm by assigning randomly the values. The robust updating law is provided to guarantee the closed-loop stability. Furthermore, the bound estimation based controller is presented to reduce the number of online adaptive parameters. Simulation results are presented to show the effectiveness of the proposed algorithm.
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Appendix A. Hypersonic aircraft model description

The related definition of the hypersonic aircraft model is as follows: \( r = h + R_0, \) \( \rho = \frac{1}{2} \rho V^2, \) \( L = \frac{1}{2} SC_L, \) \( D = \frac{1}{2} SC_D, \) \( T = \frac{1}{2} SC_T, \) \( M_p = \frac{1}{2} SC_t \cos(\alpha) + C_n(\delta)e + C_d(\alpha), \) \( C_L = 0.6203a^2, \) \( C_D = 0.6450a^2 + 0.00433\tau_0 + 0.003772, \) \( 5.3261 \times 10^{-6}, \) \( C_D(\alpha) = \frac{(q^T V)}{2} \times (-7.976a^4 + 0.3015\alpha - 0.2289). \)

The control inputs related definition is as follows:

\[
C_T = \begin{cases} 
0.02576\Phi & \text{if } \Phi < 1 \\
0.0224 + 0.00336\Phi & \text{otherwise}
\end{cases}
\]

\[
C_M(\delta e) = 0.0292(\delta e - \alpha)
\]

where \( \rho \) denotes the air density, \( S \) is the reference area, \( \tau \) is the reference length and \( R_0 \) is the radius of the Earth. \( C_x, x = L, D, T, M \) are the force and moment coefficients.

Appendix B. Definition for nonlinear functions \( f_i \) and \( g_i, \) \( i = 1, 2, 3, 4 \)

\[
f_1 = -(\mu - V^2) \cos \gamma / (V^2) - 0.6203q\tau S/(m^2), \quad g_1 = 0.6203q\tau S/(m^2),
\]

\[
f_2 = 0, \quad g_2 = 1, \quad f_3 = = \frac{1}{2} SC_t \cos(\alpha) + C_d(\alpha) - 0.0292(\tau_0)/h, \quad g_3 = 0.0292q\tau S/(m^2),
\]

\[
f_4 = -(D/m + \mu \sin \gamma / (r^2)) + qS \times 0.0224 \cos \alpha/m, \quad g_4 = qS \times \alpha/m, \quad f_5 = qS \times 0.02576 \cos \alpha/m.
\]
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