A novel classifier ensemble for recognition of multiple indoor air contaminants by an electronic nose
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A B S T R A C T

This paper presents a novel multiple classifiers system called a support vector machine ensemble (ISVMEN) which solves a multi-class recognition problem in electronic nose (E-nose) and aims to improve the accuracy and robustness of classification. The contributions of this paper are presented in two aspects: first, in order to improve the accuracy of base classifiers, kernel principal component analysis (KPCA) method is used for nonlinear feature extraction of E-nose data; second, in the process of establishing classifiers ensemble, a new fusion approach which conducts an effective base classifier weighted method is proposed. Experimental results show that the average classification accuracy has been improved from less than 86% to 92.58% compared with that of base classifiers. Besides, the proposed fusion method is also superior to MV fusion method (majority voting) which has 90.1% of classification accuracy. Especially, the proposed ISVMEN can obtain the best classification accuracy for \(\text{C}_7\text{H}_8\), CO and \(\text{NH}_3\), almost 100% classification accuracy was obtained using our method. Therefore, it is easy to come to the conclusion that, in average, the proposed method is better significantly than other methods in classification and generalization performance.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays, environmental pollution is one of the most critical concerns for governments and individuals. Consequently, there is a resurgence of interest in developing measurement techniques for air quality monitoring. Owing to their portability, real-time operability and ease of use, air quality monitors based on E-nose (that generally combines sensor array with intelligent pattern recognition technology) have attracted consumer’s affection [1,2]. However, the performance of these instruments depends extremely on the pattern recognition scheme in use. This paper aims at proposing an effective multi-class recognition model for discrimination of multiple indoor air contaminants. But, in the process of establishing classification model, two main issues need to be considered. That is, classification accuracy and robustness. Specifically, an ideal classifier should not only be able to identify the targets accurately but also tolerate environmental noise (interferences). The general classification methods cannot meet these requirements very well. Fortunately, it has been shown that classifiers ensemble approach can improve both the prediction precision [3] and generalization performance of a recognition system.

Moreover, such kinds of ensemble approaches have been widely used in the multi-class recognition problems [4,5]. Ensemble method is a learning approach that many models are combined to solve a given problem. It has been proved in improving the generalization performance of individual models (or base models). The provided base models should be accurate enough and error-independent (diverse) in their predictions.

Although ensemble method is one of the advanced pattern recognition techniques within the machine learning community, only a few studies on their applications in E-nose data processing have been reported in the literatures. Bagging decision trees were used for E-nose applications and their VLSI implementation using 3D chip technology was reported [6]. Shi et al. [7,8] used heterogeneous classifiers including density models, KNN, ANN and SVM for odor discrimination. In [9], the authors showed how ensemble learning methods could be used in an array of chemical sensors (non-selective field transistors) to cope with the interference problem. Gao et al. [10,11] used modular neural networks ensemble to predict simultaneously both the classes and concentrations of several kinds of odors; in the first approach, they used MLPs for base learners, and in their second approach a module or panel comprises various predictors namely MLPs MVLR, QMVLR, and SVM were used. In [12], Hirayama et al. demonstrated that it was possible to detect liquid petrol gas (LPG) calorific power with high recognition rate (up to 99%) using an E-nose and a committee of machines,
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proposes three.

2.1. Feature extraction

Feature extraction is one of the key steps in pattern recognition systems. Principal component analysis (PCA) and independent component analysis (ICA) are among the most widely used feature extraction methods. However, both PCA and ICA are linear feature extraction methods; they may therefore become ineffective in case of nonlinear features. On the other hand, kernel principal component analysis (KPCA) is a nonlinear feature extraction method that integrates kernel trick into standard PCA [16]. It does feature extraction by mapping the original inputs into a high-dimensional feature space, and then the new features are analyzed by PCA in the high-dimensional feature space [17]. Among the above mentioned three methods, KPCA was found to have a better performance in nonlinear feature extraction [18].

In real-time applications, due to varying atmospheric conditions (i.e., temperature, humidity, pressure, etc.) the sensors' responses also vary nonlinearly with gas concentration. The nonlinearity of the sensor array can adversely affect the precision and robustness of the classifier. Therefore, there is a need to come up with an alternative that takes this aspect into consideration. This paper proposes a novel classifiers ensemble which combines KPCA (for feature extraction) and SVM for classification of multiple indoor air pollutants. Firstly, KPCA method was used to extract separable features from the E-nose data; then five SVM base classifiers were trained using different training samples. Finally, the outputs from these base classifiers were combined using an effective weight fusion method.

2. Experiment

The datasets used in this paper were obtained by our E-nose system. Detailed description of the E-nose system can be found in our previous publications [19,20]. However, to make the paper self-contained, we reproduce the system structure and describe briefly the experimental setup.

2.1. Electronic nose system

The sensor array in our E-nose system comprises 7 sensors: four metal oxide semi-conductor gas sensors (TGS2620, TGS2602, TGS2201A, and TGS2201B), humidity, temperature and oxygen. A 12-bit analog-digital converter (A/D) is used as interface between the sensor array and a Field Programmable Gate Array (FPGA) processor. The A/D converts analog signals from sensor array into digital signals which are used by the FPGA for further processing. The FPGA also serves as a control unit. Data collected from the sensor array can be saved as ASCII text files on a PC through JTAG (Joint Test Action Group) port and related software.

2.2. Experimental setup

The experimental platform mainly consists of E-nose system, PC, temperature–humidity controlled chamber, humidifier, air sampler, flow meter, air pump, standard instrument and so on. The specific experimental setup [19] is shown in Fig. 1. The experimental setup has also been mentioned in [21,22]. All experiments were carried out inside the chamber. The experimental procedure in this paper can be summarized as follows: firstly, set the required temperature and humidity control after placing the E-nose system in temperature–humidity chamber; then inject the target gas into the chamber using a pump; finally, the E-nose system will be exposed to the target gas and begin to collect data, furthermore, an air sampler will be used for sampling gases. It is worth noting that a single experiment consists of three stages: exposure to clean air for 2 min for baseline; exposure to gas analyte for 8 min for response; exposure to clean air for 2 min again to allow the sensors recover.

The sensor array in this work is composed of four metal oxide semi-conductor gas sensors (i.e. TGS2602, TGS2201A, TGS2201B, and TGS2620) due to their high sensitivity and quick response to detectable gases. The sensing element of the sensors is comprised of a metal oxide semiconductor layer formed on an alumina substrate of a sensing chip together with an integrated heater. In the presence of a detectable gas, the sensor’s conductivity increases depending on the gas concentration in the air. Fig. 2 illustrates the sensor response process when exposed to target gas in an experiment. In our experiment, the sampling frequency is set to 1/6 Hz and thus 20 observations would be obtained per minute. Then it’s clear to see that the experiment involved 8 min of the exposure of the sensors to gas, and 2 min for the sensors to recover.

2.3. E-nose data

This paper contributes to the classification of six indoor air contaminants including formaldehyde (HCHO), benzene (C₆H₆),
toluene (C7H8), carbon monoxide (CO), ammonia (NH3) and nitrogen dioxide (NO2). To simulate the indoor environments (e.g. temperature and humidity), the samples for each contaminant were obtained under certain temperature–humidity conditions: 15, 25, 30, and 35 °C for temperature, 40%, 60%, and 80% for relative humidity. Actually, it is nearly impossible to go through all of the temperature and humidity. How to ensure the precision of the product at a different temperature/humidity seems to be especially tricky. In other words, the generalization performance of the proposed classifier is of great importance. Ensemble method has been used to solve this problem in the current work. As to the pressure, all of the experiments were implemented at standard atmospheric pressure for that our product is used in indoor environment. In addition, with the limits of the experimental facilities, we do not change the air pressure conditions as the temperature/humidity does.

The numbers of samples for HCHO, C6H6, C7H8, CO, NH3, and NO2 are 260, 164, 66, 58, 48 and 30 respectively. Detailed information on these samples is available in our previous publication [19].

During the process of establishing ISVMEN model, the whole dataset was divided into three parts: training set, testing set, and validation set. Firstly, 20% of the samples were labeled as dataset_va which were obtained by using Kennard–Stone sequential (KSS) algorithm used in [23] and the 80% remaining samples were labeled as dataset_learning. Then we randomly select 75% samples from dataset_learning to form the training set labeled as dataset_tr, while the remaining 25% are left for test labeled as dataset_te. We should implement repeated random samplings for L times if there are L base classifiers in the ensemble model. Finally, dataset_tr and dataset_te were used to generate base classifiers and the corresponding weight of each classifier; dataset_va was used to validate the performance of the ensemble. The distribution of the training set (dataset_tr), test set (dataset_te), and validation set (dataset_va) for each class is shown in Table 1.

Although the experimental setup does not change too much compared with the previous papers [19], the classification model for indoor air pollutants proposed in this work is quite different. In [19], the proposed classification model HSVM is based on single classifier and linear feature extraction method. However, in this work, some innovations have been made to improve the prediction precision and generalization performance of the classifier. The contributions of this paper are described as follows. First, in order to improve the accuracy of base classifier, KPCA method is used to extract nonlinear feature of six different indoor air pollutants; second, in the process of establishing classifiers ensemble, a new fusion approach that employs an effective weighted method for classifier ensemble is proposed.

3. Methodology

3.1. KPCA algorithm for feature extraction

PCA and ICA have been successfully used for feature extraction in E-nose systems. In this section, a nonlinear formulation of PCA is described. For in-depth description of PCA and ICA we refer the reader to [24,25].

KPCA is one approach of generalizing linear PCA into nonlinear case using the kernel method. The key idea of KPCA is through the nonlinear transform \( \Phi(\cdot) \) which maps the sample data from the input space to high-dimensional space \( F \), and performs PCA in the new feature space [26–29].

Suppose that there are \( M \) observation samples \( x_k \), with \( x_k \in \mathbb{R}^n( i = 1, 2, \ldots, M ) \). \( \Phi(x_k) \) represents a high-dimensional feature space and \( N \) denotes the length of the original \( x_k \), then if these vectors \( \Phi(x_k) \) meet the zero mean condition, the covariance matrix in the new feature space can be expressed as [30]:

\[
C = \frac{1}{M} \sum_{i=1}^{M} \Phi(x_i)\Phi(x_i)^T
\]

The eigenvalue decomposition of covariance matrix \( C \) is given by

\[
\lambda \Phi = CV
\]

where \( \lambda \) and \( \Phi \) denote the eigenvalue and eigenvector of \( C \), respectively.

The eigenvector \( \Phi \) can be expressed in terms of linear combination of the samples

\[
\Phi = \sum_{i=1}^{M} \beta_i \Phi(x_i)
\]

Taking into consideration our mapping \( \Phi(x_k) \) and the result in Eq. (2), we can write

\[
\lambda(\Phi(x_k) \cdot \Phi) = \Phi(x_k) \cdot CV \quad (k = 1, 2, \ldots, M)
\]

Let’s define a \( M \times M \) matrix \( K \) as

\[
K_{ij} = \Phi(x_i) \cdot \Phi(x_j) \quad (i, j = 1, 2, \ldots, M)
\]

Combining Eqs. (3)–(5), we can obtain the following equation

\[
M\lambda = K\alpha
\]

where \( M\lambda \) is the eigenvalue of \( K \), coefficient vector \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_M)^T \) is the eigenvector. After normalization of the eigenvector \( \Phi \), we get

\[
\Phi^k \cdot \Phi^k = \langle \Phi^k, \Phi^k \rangle = 1, \quad k = 1, 2, \ldots, M
\]

The principal components (scores) \( t_k \), \( k = 1, 2, \ldots, M \) can be expressed as

\[
t_k = \langle \Phi^k, \Phi(x) \rangle = \sum_{i=1}^{M} \alpha^k_i K(x, x_i)
\]

3.2. Base classifiers

In this paper, KPCA and SVM were combined to generate required number of base classifiers. Support vector machines are formulated based on the framework of statistical learning theory. They involve minimization of structural risk. As a two-class classification problem, SVM could separate the datasets by searching for an optimal separating hyperplane between them [31,32].

Given that the sample is represented as \( x_i \in \mathbb{R}^n \), \( i = 1, 2, \ldots, M \) and each sample belongs to a class \( y_i \in \{-1, 1\} \). For linear classification we can identify two classes by an optimal separating hyperplane

\[
w^T x + b = 0
\]

We can obtain the optimal values for \( w \) and \( b \) by solving a constrained convex quadratic programming problem, using
Lagrange multipliers $\alpha_i \ (i = 1, 2, \ldots, M)$. The decision function can be expressed as

$$f(x) = \text{sgn} \left( \sum_{i=1}^{M} \alpha_i y_i K(x_i, x) + b \right)$$  \hspace{1cm} (10)

where those $x_i$ with nonzero $\alpha_i$ are the “support vectors”.

In most real-life applications linear separation of data sets cannot be achieved successfully. To overcome this, an alternative method is proposed. It works by first projecting original data to a higher dimensional space, and then performing subsequent analysis in the new space. If the mapping function is $\varphi(x)$, then the optimal separating hyperplane function can be written as:

$$f(x) = w \cdot \varphi(x) + b$$  \hspace{1cm} (11)

We can get a more generalized form as

$$f(x) = \sum_{i=1}^{M} \alpha_i \cdot y_i \cdot (\varphi(x_i) \cdot \varphi(x)) + b$$  \hspace{1cm} (12)

In a high dimensional space, determination of $\langle \varphi(x_i), \varphi(y_j) \rangle$ involves high computational cost. Fortunately, it turns out that this inner product can be evaluated using an appropriate kernel such that: $K(x_i, x) = \langle \varphi(x_i), \varphi(x) \rangle$. In this paper, we use Gaussian RBF kernel which is defined as follows

$$K(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{\sigma^2} \right)$$  \hspace{1cm} (13)

where $\sigma^2$ is the kernel parameter which determines the bandwidth of RBF. The decision function can by expressed as

$$f(x) = \text{sgn} \left( \sum_{i=1}^{M} \alpha_i K(x_i, x) + b \right)$$  \hspace{1cm} (14)

where $\alpha_i$ and $b$ are the optimal decision parameters.

### 3.3 Multi-class ISVMEN in discrimination of indoor air contaminants

An effective and promising alternative to build a classifier is to train many classifiers and combine their decisions, which is called ensemble classifier system (ECS) and is currently among some of the hot research areas. In the course of building ECS, there are several important issues that could be grouped into three main problems [33]: (1) selection of the topology of the ECS; (2) design of base classifiers; (3) design of fusion (ensemble) method.

Usually, parallel topology is the most common topology because this structure has good methodological background [34]. The selection of base classifiers is also important. Indeed, ensemble learning will improve the generalization and prediction performance of individual classifiers only if these classifiers are accurate and diverse enough in their predictions. The fusion of base classifiers is the most important idea is classifiers ensemble. In this step, both the diversity among base classifiers and their accuracy are exploited to provide optimal combination (or fusion). Therefore, the choice of a collective decision making method is of paramount importance. There are two main fusion methods: majority voting and weight assignment. Majority voting utilizes the concept of democratic decision making. It states that the class label with more than half of base classifiers prediction is accepted as true [35]. The other approach is based on discriminant analysis. The main form of discrimination is a posterior probability typically associated with probabilistic pattern recognition model.

In this work, we focus on the issues of designing effective base classifiers and fusion method. A classifiers ensemble approach called as ISVMEN based on KPCA and SVM for classification of multiple indoor air pollutants using an E-nose was proposed. The architecture of ISVMEN model is depicted in Fig. 3.

In the proposed ISVMEN model, KPCA is first used for obtaining important nonlinear features from original data. KPCA results showed that the first 16 principal components accounted for 95% cumulative variance in original data. Thus, using these principal components, useful information from data sets of six kinds of air pollutants was extracted, which constitute the new features. Then, these new features were used as inputs of SVM multi-class classifier. In this paper, five base classifiers based SVM were designed. Finally, a weighted voting fusion was used to combine the classifiers. The implementation process of ISVMEN can be illustrated as follows.

Suppose that there are totally $n$ training samples with $p$ variables. Suppose also that the number of training samples for HCHO (formaldehyde), C6H6 (benzene), C7H8 (toluene), CO (carbon monoxide), NH3 (ammonia), and NO2 (nitrogen dioxide) is $n_1$, $n_2$, $n_3$, $n_4$, $n_5$ respectively. Thus, the initial training dataset can be represented by an $n \times p$ matrix as follows:

$$X_{old} = \begin{bmatrix} X_{11} & X_{12} & \cdots & X_{1p} \\ X_{21} & X_{22} & \cdots & X_{2p} \\ \vdots & \vdots & \ddots & \vdots \\ X_{n1} & X_{n2} & \cdots & X_{np} \end{bmatrix}$$  \hspace{1cm} (15)

where the number of columns $p = 6$ and it represents the dimension of the original data; the number $n$ of rows represents the total number of training samples; $X_i \ (i = 1, 2, \ldots, 6)$ represents the training data of the $i$th kind of gas.

It is worth noting that KPCA makes use of kernel trick to project original data $X_{old}$ onto a higher dimensional feature space and gets the principal components as new features $X_{new}$ by principal
component analysis. After KPCA, we can obtain more linearly separable features thereby getting better performance especially with limited training samples. Thus, the new training data matrix $X_{\text{new}}$ can be expressed as

$$X_{\text{new}} = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1q} \\ x_{21} & x_{22} & \cdots & x_{2q} \\ \vdots & \vdots & \ddots & \vdots \\ x_{n1} & x_{n2} & \cdots & x_{nq} \end{bmatrix}$$

(16)

where $q$, the number of columns, depends on the number of principal components; the best value of $q$ is obtained on the basis of cumulative variance (see Table 2) and prediction accuracy (see Fig. 2). Considering these two indicators, the best value of $q$ was found to be 17.

The training goal is defined as

$$Y_{\text{goal}} = [1, 2, 3, 4, 5, 6]^T$$

(17)

where 1, 2, 3, 4, 5 and 6 stands for the labels of HCHO, C$_6$H$_6$, C$_7$H$_8$, CO, NH$_3$, and NO$_2$, respectively.

Using these new features as input instances, a base classifier $\Psi$ can classify any novel input instance as one of the predefined class labels $Y_{\text{goal}}$. The base classifier $\Psi$ is defined as [20]:

$$\Psi : X_{\text{new}} \rightarrow Y_{\text{goal}}$$

(18)

We use five classifiers $\Psi_1$, $\Psi_2$, $\Psi_3$, $\Psi_4$, $\Psi_5$. Each classifier as an expert makes decision according to its prediction accuracy on test dataset. The output from five base classifiers can be expressed as:

$$\Psi = [\Psi_1(x), \Psi_2(x), \ldots, \Psi_5(x)]^T$$

(19)

where $\Psi_i(x) \in Y_{\text{goal}}$, $i = 1, 2, \ldots, 5$ means the output of the $i$th base classifier on instance $x$. To integrate decisions from base classifiers, we need to express the value $\Psi_i(x) \in Y_{\text{goal}}$, $i = 1, 2, \ldots, 5$ using binary encoding. The binary encoding method is shown as follows: If the output of the $i$th ($i=1,2,\ldots,5$) base classifier is HCHO namely $\Psi_i(x)=1$, then encoding it by $\Psi_{\text{code}}(x) = [1 \ 0 \ 0 \ 0 \ 0 \ 0]^T$.

Similarly,

- if $\Psi_i(x)=2$, then encoding it by $\Psi_{\text{code}}(x) = [0 \ 1 \ 0 \ 0 \ 0 \ 0]^T$;
- if $\Psi_i(x)=3$, then encoding it by $\Psi_{\text{code}}(x) = [0 \ 0 \ 1 \ 0 \ 0 \ 0]^T$;
- if $\Psi_i(x)=4$, then encoding it by $\Psi_{\text{code}}(x) = [0 \ 0 \ 0 \ 1 \ 0 \ 0]^T$;
- if $\Psi_i(x)=5$, then encoding it by $\Psi_{\text{code}}(x) = [0 \ 0 \ 0 \ 0 \ 1 \ 0]^T$;
- if $\Psi_i(x)=6$, then encoding it by $\Psi_{\text{code}}(x) = [0 \ 0 \ 0 \ 0 \ 0 \ 1]^T$.

Then we have

$$\hat{\Psi}_{\text{code}} = [\Psi_{\text{code}1}(x), \Psi_{\text{code}2}(x), \ldots, \Psi_{\text{code}5}(x)]^T$$

$$= \begin{bmatrix} \hat{\Psi}_{\text{code}11} & \ldots & \hat{\Psi}_{\text{code}15} \\ \vdots & \ddots & \vdots \\ \hat{\Psi}_{\text{code}51} & \ldots & \hat{\Psi}_{\text{code}56} \end{bmatrix}$$

(20)

where $\Psi_{\text{code}}$ is a matrix with $5 \times 6$ and the element $\hat{\Psi}_{\text{code}ij}$ ($i=1,2,\ldots,5$; $j=1,2,\ldots,6$) is the result of the $i$th classifier on the $j$th gas after binary encoding; specifically, each row represents a classifier while each column represents a target gas.

Suppose that the total weight matrix of five base classifiers is expressed by

$$W = [w_1, w_2, w_3, w_4, w_5]^T$$

(21)

where $w_j$ ($i=1,2,\ldots,5$; $j=1,2,\ldots,6$) means the weight of the $i$th base classifier on the $j$th gas. The entries in each row represent the weights assigned to each base classifier. It is worth mentioning that the same classifier may have different weights for the six gases. The weights of each base classifier were computed as follows [26]

$$w_{ij} = \frac{\log(p_{ij}/(1-p_{ij}))}{\sum_{i=1}^{5}\log(p_{ij}/(1-p_{ij}))}, \quad i=1,2,\ldots,5; \quad j=1,2,\ldots,6$$

(22)

where $p_{ij}$ is the accuracy of the $i$th classifier on the $j$th gas and it was obtained from test dataset. It has been proved that in literature [36] the ensemble classifier system’s classification accuracy could reach the maximum and take full advantage of the prior information of base classifiers if one uses Eq. (22) to calculate the weights.

The classifiers ensemble system makes final decision based on Eqs. (23) and (24)

$$\text{score}_j = f_j(w_{ij}, \hat{\Psi}_{\text{code}ij}) = \sum_{i=1}^{5}w_{ij} \cdot \hat{\Psi}_{\text{code}ij}, \quad j=1,2,\ldots,6$$

(23)

where $\text{score}_j$ is the score of the $j$th gas. That is, each gas has its own score, and the label of the gas can be represented by the maximum score

$$\text{Gas}_{\text{label}} = \max(\text{score}_1, \text{score}_2, \text{score}_3, \text{score}_4, \text{score}_5, \text{score}_6)$$

(24)

4. Results and discussion

All the computations are carried out in MATLAB R2011b software. In order to make an impartial comparison between base classifiers and the proposed ensemble classifier, we evaluated in terms of the classification accuracy on validation dataset (see Table 1) which was mainly used to validate the performance of ensemble classifier. The specific process and approach of obtaining the training set, test set, validation set have been described in Section 2.3. The training set was used to generate base classifiers and we assess the classification accuracy of base classifiers.
Fig. 4. Classification rate of test dataset in terms of number of principal components. (For interpretation of the references to color in the text, the reader is referred to the web version of this article.)

<table>
<thead>
<tr>
<th>Class</th>
<th>Original</th>
<th>PCA</th>
<th>ICA</th>
<th>KPCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCHO</td>
<td>90.3</td>
<td>94.2</td>
<td>66.5</td>
<td>92.3</td>
</tr>
<tr>
<td>C6H6</td>
<td>84.8</td>
<td>75.7</td>
<td>59.5</td>
<td>63.6</td>
</tr>
<tr>
<td>C7H8</td>
<td>100.0</td>
<td>92.3</td>
<td>51.2</td>
<td>84.6</td>
</tr>
<tr>
<td>CO</td>
<td>58.3</td>
<td>83.3</td>
<td>28.8</td>
<td>100.0</td>
</tr>
<tr>
<td>NH3</td>
<td>60.0</td>
<td>40.0</td>
<td>63.3</td>
<td>100.0</td>
</tr>
<tr>
<td>NO2</td>
<td>66.6</td>
<td>83.3</td>
<td>40.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Average</td>
<td>76.8</td>
<td>78.1</td>
<td>51.3</td>
<td>81.7</td>
</tr>
</tbody>
</table>

Table 3
Comparison of classification accuracy on test dataset for four feature extraction methods.

The first principal component was used as input of SVM. Then the number of inputs (i.e., the number of principal components) of SVM increased gradually, up to 22 inputs. The reason why we stop at 22 principal components is that the first 16 principal components have explained more than 95% of the total variance. Then it is unnecessary to increase the principal components continually.

Fig. 4 illustrates the variation trend of classification accuracy versus the number of principal components. From this figure, one can notice that the best average accuracy was obtained at point 17 and point 19, as indicated by the blue line. However, considering the dimension aspect, we finally adopted 17 principal components. In addition, we have also compared KPCA with two linear feature extraction methods namely PCA, and ICA. Experimental results in Table 3 showed the superiority of KPCA over the linear feature extraction methods. In Table 3, KPCA obtained the best classification accuracy of 81.7% with bold type, however, the mean accuracy of raw feature, PCA and ICA are only 78.6%, 78.1%, 51.3% respectively. Besides, for a single gas, KPCA had a good classification accuracy of 100%, 100%, and 92.3% for CO, NH3 and HCHO respectively. By taking into account the mean recognition rate and the single gas recognition rate, finally, we used KPCA as the feature extraction method to improve the base classifier’s accuracy.

Table 4 shows the classification accuracy of five base classifiers for training and test samples. The five base classifiers were labeled SVM1, SVM2, SVM3, SVM4, and SVM5, respectively. From this table, we can see that the training results are desirable and all the mean accuracy exceeded 93%, however, the test results are not uniformly good. For SVM1 and SVM5, SVM1 has a good accuracy of 100.0% on toluene but a poor accuracy of 77.7% on ammonia; the situation for SVM5 is reversed. Besides, for the five base classifiers, the best classification accuracy on NO2 and C6H6 are only 66% and 75% respectively; the worst classification accuracy on NO2 and C6H6 are low to 50% and 59% respectively. Therefore, the single classifiers are not uniformly good for all gases. More specifically, the classification precision and generalization ability of single classifier can hardly meet our requirement.

The performance of the proposed multiple classifiers system and that of the base classifiers were evaluated on a validation dataset which has never been used (see Table 5). In addition, the
Table 6
Multi-class classification results on validation set using ISVMEN model.

<table>
<thead>
<tr>
<th>Class</th>
<th>N</th>
<th>Classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>HCHO</td>
</tr>
<tr>
<td>HCHO</td>
<td>52</td>
<td>47</td>
</tr>
<tr>
<td>C_2H_6</td>
<td>33</td>
<td>5</td>
</tr>
<tr>
<td>C_2H_5</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>CO</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>NH_3</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>NO_2</td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

performance of another fusion mechanism, majority voting, was evaluated. Majority voting (labeled as MV, see Table 5) uses the concept of democratic decision making wherein all base classifiers have the same weight which is the reciprocal of the number of base classifiers.

From Table 5, it can be seen that the classification accuracy of the proposed method (ISVMEN) is higher than that of any of the base classifiers. Of course one base classifier may have good performance on several gases. On the other hand, the proposed method (ISVMEN) can obtain the best discrimination accuracy for almost all gases. For C_2H_6, CO and NH_3, almost 100% classification accuracy was obtained using our method. Due to limited number of samples, four out of five base classifiers had classification accuracy less than 70% for NO_2. However, ISVMEN model the proposed method can overcome sample unbalanced problem and classify each gas more accurately. Also, the average classification accuracy has been improved from less than 86% to 92.58%. At the same time, compared to MV fusion method (majority voting), the proposed fusion method can obtain better result, and average recognition accuracy has achieved 92.58% which are higher than 90.1% obtained using MV with an increment of two percent in classification accuracy. In conclusion, the ensemble classifier proposed in current work is superior to base classifiers for both classification accuracy and generation ability.

Table 6 presents the classification results of validation samples using ISVMEN model. The digits with bold type in diagonal line denote the number of correctly classified samples, and others mean the number of misclassified samples. It is clear to find that almost all the gases can be classified correctly.

According to the front analysis, it is easy to reach the conclusion that the proposed method ISVMEN is better favorably with other methods. Two main reasons can explain it: (1) using non-linear KPCA to extract features and improve the precision of base classifiers. In our previous publications [9], it can be seen that the six gases are linearly inseparable, then linear feature extraction methods (i.e. PCA, ICA) are unable to obtain helpful nonlinear feature. In Table 3, it is easy to find that the classification accuracy of base classifier SVM has been greatly improved after KPCA. (2) The use of improved weighted fusion approach results in highly diverse base classifiers. The prediction accuracy of each base classifier depends on the gases to be predicted. For example, for classifier 1 which refers to SVM1 in Table 4, the prediction accuracy on C_2H_5 is very high, but it has a poor accuracy on C_2H_6. If uniform weights are used for all gases just as MV wherein all base classifiers have the same weight which is the reciprocal of the number of base classifiers, then diversity among base classifiers will not be fully exploited. As to the common fusion method MV, all the base classifiers would be assigned an equal weight, and then one cannot take full advantage of their diversity. Therefore, we adopt improved weighted approach in which weights assignment is done based on the predictive accuracy of each base classifier on each gas. After the weights for each base classifier have been determined, we used Eq. (23) to combine the decisions from all base classifiers thereby obtaining final score for each gas. In decision level, the gas with the highest score was considered as the winner.

In spite of the good results, we can continue our research in the following aspect: in order to improve the base classifier’s accuracy sequentially the optimization algorithm such as GA (Genetic Algorithm) can be used to obtain both the optimal kernel parameter and the best number of principal components in terms of KPCA. So, it leaves some space for further study in the subsequent development of theory and practice.

5. Conclusion

A novel multi-class recognition approach ISVMEN was investigated in this paper for classification of multiple indoor air contaminants. It is based on multiple classifier systems in which KPCA and SVM were combined to build the base classifiers, and an effective fusion strategy was presented to integrate the decisions from the base classifiers. The purpose of this work is to improve the prediction accuracy and robustness of the pattern recognition scheme in E-nose. The performance of the proposed method was compared with that of base classifiers, and also that of standard majority voting. Experimental results show that, average recognition accuracy has achieved 92.58% which is higher than 86%, the best result among the base classifiers. Furthermore, the proposed fusion method can obtain better result compared to MV fusion method (majority voting) which has an average recognition accuracy of 90.1%. Comparatively, the result of this work demonstrates that the proposed ISVMEN model can achieve a better performance both in recognition accuracy and generalization compared with that of base classifiers, and also that of standard majority voting.
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