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ABSTRACT

Kernel SVM is prohibitively expensive when dealing with large nonlinear data. While ensembles of linear classifiers have been proposed to address this inefficiency, these methods are time-consuming or lack robustness. We propose an efficient classifier for nonlinear data using a new iterative learning algorithm, which partitions the data into clusters, and then trains a linear SVM for each cluster. These two steps are combined into a graphical model, with the parameters estimated efficiently using the EM algorithm. During training, clustered multi-task learning is used to capture the relatedness among the multiple linear SVMs and avoid overfitting. Experimental results on benchmark datasets show that our method outperforms state-of-the-art methods. During prediction, it also obtains comparable classification performance to kernel SVM, with much higher efficiency.
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1. INTRODUCTION

Kernel SVM often produces satisfactory classification results on nonlinear data. Unfortunately, the complexity of kernel SVM relies on the number of support vectors. Alternatively, while linear SVM is extremely efficient, it performs poorly on nonlinear data. Ensembles of linear SVMs can improve performance, though these methods either lack robustness, such as CSVM [5] which aligns the linear SVM weight vectors with a global weight vector, or are time-consuming, such as SVM-KNN [8] which uses a lazy learning strategy.

In this paper, an efficient classifier for nonlinear data is constructed by using Linear SVMs and Multi-Task Learning (LSVM-MTL). The method uses a divide-and-conquer strategy which partitions the data into clusters using a Gaussian mixture model (GMM), and then trains a linear SVM for each cluster. Instead of being treated independently, the two steps are combined into a generative model and alternatively performed in each iteration. To ensure the data points in each cluster are linearly separable, some clusters may have relatively few points, and can overfit. In this work, we consider training a linear SVM for a cluster as a single task, and the training of the classifier ensemble as a multi-task learning problem. Clustered multi-task learning is used to exploit the relatedness between tasks, and avoid overfitting. To our knowledge, multi-task learning has not previously been used to train multiple linear SVMs on nonlinear datasets. Experimental results on benchmark datasets demonstrate that the model outperforms state-of-the-art methods. For prediction, LSVM-MTL achieves much higher efficiency than kernel SVM, with comparable classification performance.

2. RELATED WORK

Methods for learning multiple linear SVMs for nonlinear data can be roughly divided into two categories. In lazy learning methods, such as SVM-KNN [8], the learning process is postponed until the testing phase, which is therefore expensive. By contrast, eager learning methods construct local classifiers during the training phase, usually employing a divide-and-conquer strategy. MLSVM [4] and CSVM [5] fall into this category. Other eager learning methods, such as LLSVM [6], use local coordinate coding. These methods either lack robustness, such as CSVM, or are time-consuming, such as SVM-KNN, MLSVM and LLSVM.

Multi-task learning (MTL) is a method where multiple related tasks are learned simultaneously to improve generalization [9]. It has been used in various areas, such as web mining [7].

3. LSVM-MTL MODEL

3.1 Model Formulation

At a high level, LSVM-MTL is an iterative divide-and-conquer approach which alternates between two steps: partitioning the data into clusters with a GMM and training a linear SVM in each cluster. Instead of being independent, the two steps promote each other: GMM clustering improves the SVM classification performance for each cluster, and vice versa. This idea is integrated into our LSVM-MTL model.
Figure 1: (a) GMM (b) LSVM-MTL

as shown in Figure 1(b). The upper part of the model corresponds to the GMM in Figure 1(a), which is responsible for partitioning the data into clusters. The lower part of the model trains linear SVMs for each cluster.

We introduce the following notation: in Figure 1(b), there are \( N \) i.i.d. samples \( X = \{x_n\}_{n=1}^{N} \) and their corresponding labels \( Y = \{y_n\}_{n=1}^{N} \). The latent variables \( Z = \{z_n\}_{n=1}^{N} \) denote the assignments of samples to the \( K \) mixtures. The parameters \( \mu = \{\mu_j\}_{j=1}^{K} \) and \( \Sigma = \{\Sigma_j\}_{j=1}^{K} \) denote the centroids and covariance matrices of Gaussian components respectively. \( W = \{w_j\}_{j=1}^{K} \) represents the weight vectors of the linear SVMs for the \( K \) clusters. \( \pi = \{\pi_j\}_{j=1}^{K} \) are the mixing coefficients of the GMM. Let \( \Theta = (\pi, \mu, \Sigma, W) \) be the total set of model parameters.

The joint distribution over \( X \) and \( Y \) is:

\[
P(X, Y|\Theta) = \prod_{n=1}^{N} P(x_n, y_n|\Theta) = \prod_{n=1}^{N} \sum_{z_n} \pi_{z_n} P(x_n|z_n, \mu, \Sigma)P(y_n|x_n, z_n, W)
\]

\[
= \prod_{n=1}^{N} \sum_{z_n} \pi_{z_n} N(x_n|z_n = j, \mu_j, \Sigma_j)P(y_n|x_n, w_j)
\]

which is obtained by summing the joint distribution of observed variables \( X \) and \( Y \) and latent variables \( Z \) over all possible states of \( Z \), with \( z_n \) taking values in \( \{1, \ldots, K\} \). The mixing coefficient \( \pi_j \) is the prior probability of picking the \( j \)th Gaussian component. \( P(x_n|z_n = j, \mu, \Sigma) = N(x_n|z_n = j, \mu_j, \Sigma_j) \) is a Gaussian component of the mixture, specifying the probability of \( x_n \) conditioned on the \( j \)th component. \( P(y_n|x_n, w_j) \) is the posterior probability of the \( n \)th sample output by the \( j \)th linear SVM. We estimate the parameters by maximum likelihood. The regularized log-likelihood is:

\[
\mathcal{L}(\Theta) = \frac{1}{N} \sum_{n=1}^{N} \log P(x_n, y_n|\Theta) + \Omega(W)
\]

\[
= \frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{K} \pi_j N(x_n|z_n = j, \mu_j, \Sigma_j)P(y_n|x_n, w_j) + \Omega(W)
\]

where \( \Omega(W) \) is a regularization term on the linear SVM weight vectors. This term encodes prior knowledge about the \( K \) classifiers, and is defined shortly.

Unlike previous work, our model learns the multiple linear classifiers simultaneously rather than independently. More specifically, if training a linear SVM in a cluster is regarded as a task, training linear SVMs for all clusters corresponds to a multi-task learning problem. To ensure that the samples in each cluster are linearly separable, the samples available for each cluster may be limited, possibly leading to over-fitting. More importantly, since all the clusters are partitioned from the same dataset, they should be laterally related. Multi-task learning can be employed to capture the intrinsic relatedness between tasks and avoid over-fitting in each task.

We use clustered multi-task learning [9], which clusters tasks into groups, with tasks in each group having similar weight vectors. This approach is motivated by the desire for the decision boundary to be smooth and have constrained curvature, since a decision boundary with arbitrary curvature will likely overfit the data [6]. Hence, tasks in adjacent regions on the decision boundary should have similar weight vectors and should be clustered into one group. We illustrate this issue with a synthetic dataset in the experimental section. In practice, we find this clustering is beneficial for using multiple linear SVMs to nonlinear datasets. Note that LSVM-MTL clusters based on task similarities and the cluster structure is unknown beforehand. Furthermore, note that this clustering of SVM weight vectors is distinct from the GMM data clustering described previously.

In order to incorporate multi-task learning and linear SVMs into the above maximum likelihood estimation framework (2), we recall that training a linear SVM usually leads to the following quadratic optimization problem:

\[
\min_{w} \frac{\|w\|^2}{2} + C \sum_{n=1}^{N} \ell(w; x_n, y_n)
\]

where the first term regularizes the SVM weight vector, and the second term measures the total loss. We next describe correspondence between minimization problem in (3) and maximization problem of the log-likelihood function in (2). The first term in (3) corresponds to the second term in (2), since they both regularize the weight vector. Finally, to incorporate multi-task learning, \( \Omega(W) \) is formulated as:

\[
\Omega(W) = -\alpha \sum_{c=1}^{C} \sum_{j \in c} \|w_j - \bar{w}_c\|_2^2 - \beta \sum_{j=1}^{K} \|w_j\|_2^2
\]

where the first term on the right-hand side assumes that the total \( K \) tasks are clustered into \( r \) clusters, with the index set of the \( c \)th cluster defined as \( c = \{j|j \in \text{cluster } c\} \). The average weight vector of the \( c \)th cluster is \( \bar{w}_c = \frac{1}{m_c} \sum_{j \in c} w_j \), where there are \( m_c \) tasks in the \( c \)th cluster. The first term measures the within-cluster variance, which requires tasks from the same cluster to have similar weight vectors. The second term improves the generalization performance.

We next establish the relationship between the first term in (2) and the second term in (3) by defining:

\[
P(y_n|x_n, w_j) = \exp(-\ell(w_j; x_n, y_n))
\]

The posterior probability \( P(y_n|x_n, w_j) \) will be equal to 1 if the loss \( \ell(w_j; x_n, y_n) \) is zero, otherwise \( P(y_n|x_n, w_j) \) will be less than 1. To facilitate computation, \( P(y_n|x_n, w_j) \) is not normalized. When we employ the EM algorithm to maximize (2) in the following section, the value of the log-likelihood function will increase in each iteration, regardless of whether \( P(y_n|x_n, w_j) \) is a proper probability measure.

### 3.2 The EM Algorithm and Implementation

We now apply the EM algorithm to the above LSVM-MTL model. Let \( \Theta^{(t)} = (\pi^{(t)}, \mu^{(t)}, \Sigma^{(t)}, W^{(t)}) \) denote the collection of parameters at the \( t \)th iteration.

In each E step, the posterior probability of assigning the \( n \)th sample to the \( j \)th linear SVM is evaluated as:

\[
q_{n,j}^{(t)} = \frac{\pi_j^{(t)} N(x_n|z_n = j, \mu_j, \Sigma_j^{(t)})P(y_n|x_n, w_j^{(t)})}{\sum_{j=1}^{K} \pi_j^{(t)} N(x_n|z_n = j, \mu_j, \Sigma_j^{(t)})P(y_n|x_n, w_j^{(t)})}
\]
Input: Training data \( \{(x_n, y_n)|n = 1, \cdots, N\} \subset \mathbb{R}^d \times \{-1, 1\} \) and the number of clusters \( K \)

Output: Parameter \( \Theta = \{\pi_j, \mu_j, \Sigma_j, w_j|j = 1, \cdots, K\} \)

Initialise \( \Theta \) by K-means.

repeat
  E step: Evaluate \( q_{n,j} \) using Equation (6).
  M step: Re-estimate the GMM-related parameters \( \pi_j, \mu_j, \Sigma_j \) by following the steps in [2].
  Re-estimate \( w_j \) for all \( j \) simultaneously as a multi-task learning problem using Equation (8).

until convergence

This posterior probability is then utilized to derive the following lower bound on the log-likelihood function:

\[
Q(\Theta^{(t+1)}; \Theta^{(t)}) = \sum_{n=1}^{N} \sum_{j=1}^{K} q_{n,j}^{(t)} \log P(y_n|x_n, w_j^{(t+1)})
\]

\[
N(x_n|x_j = j, \mu_j^{(t+1)}, \Sigma_j^{(t+1)})P(y_n|x_n, w_j^{(t+1)}) + \Omega(W^{(t+1)})
\]

where \( \Omega(W^{(t+1)}) \) is given by (4). \( \Theta^{(t)} \) is the parameter for the current iteration, which directly determines the posterior probability \( q_{n,j}^{(t)} \) through Equation (6).

In the M step, the parameter is updated to \( \Theta^{(t+1)} \) by maximizing (7). Fortunately, updating the parameters of the GMM and the linear SVMs is decoupled in (7). For updating the GMM-related parameters \( \{\pi, \mu, \Sigma\} \), we follow the steps in [2]. To update the weight vectors \( W \) of the linear SVMs, we solve the following optimization problem:

\[
\max_W \sum_{n=1}^{N} \sum_{j=1}^{K} q_{n,j}^{(t)} \log P(y_n|x_n, w_j^{(t+1)})
\]

\[
-\alpha \sum_{c=1}^{C} \sum_{j \in C_c} \|w_j^{(t+1)} - w_c^{(t+1)}\|_2^2 - \beta \sum_{j=1}^{K} \|w_j^{(t+1)}\|_2^2
\]

(8)

where \( \log P(y_n|x_n, w_j^{(t+1)}) = -\ell(w_j^{(t+1)}; x_n, y_n) \) using Equation (5). With the first term regarded as a weighted loss function, Equation (8) is equivalent to the clustered multi-task learning and is solved by the method of [9].

A sketch of our algorithm is presented in Algorithm 1. K-means is utilized to initialize the mixing coefficients \( \pi \), centroids \( \mu \) and covariance matrices \( \Sigma \). A linear SVM is then trained for each cluster, resulting in the initial weight vectors \( W \).

During testing, a new sample \( x \) is classified by the weighted average of the linear classifiers:

\[
\sum_{j=1}^{K} \pi_j \mathcal{N}(x|\mu_j, \Sigma_j)(P(1|x, w_j) - P(-1|x, w_j))
\]

(9)

The sample is classified as positive if the weighted average is greater than 0, and negative otherwise. Obviously, the prediction complexity is linear in the number of tasks \( K \). Prediction efficiency is particularly critical for large-scale or online applications.

4. EXPERIMENTS

4.1 Synthetic Dataset

The synthetic dataset in Figure 2 consists of two shifted sine signals, with 1000 points each, and each signal considered a separate class. K-means is used to partition the data into five clusters, denoted with different colors. Linear SVM is then applied to each cluster. This simple baseline is denoted as K-means+SVM, and is also the initial stage of LSV-MTL. Figure 2(a) shows that the linear SVM does not accurately classify the data points in each cluster. Applying CSVM [5] gives similar results. The lack of improvement for CSVM here is because the method is not iterative, so its performance is directly determined by the initial K-means clustering. Additionally, CSVM assigns each SVM weight vector with a global weight vector, which is inappropriate here. In contrast to CSVM, LSV-MTL is iterative; Figure 2(b) shows the result at the fifth iteration. The linear SVMs correctly classify the data in each cluster, which empirically shows that the two steps in LSV-MTL mutually reinforce each other. When the number of clusters (tasks) is increased to ten, Figure 2(c) illustrates that the ten tasks are clustered into five groups, with each group containing two tasks in adjacent regions. This result occurs because the decision boundary is smooth and tasks in adjacent regions on the decision boundary are similar. However, tasks in each group are not limited to tasks in adjacent regions, since LSV-MTL clusters tasks into groups based on task similarities. Note that the decision boundaries in Figure 2(c) correctly classify all the data points, since each linear SVM is only applied to its corresponding cluster.

4.2 Real Datasets

We use six benchmark datasets: IJCNN1, SVMGUIDE1, SKIN segmentation, LETTER recognition, Pendigits and Landsat Satellite. The first two are available at the LibSVM website [3], and the others are taken from the UCI machine learning repository [1].

We compare LSV-MTL with seven previously-mentioned methods: Linear SVM, Kernel SVM, SVM-KNN, K-means+SVM, MLSVM, LL SVM, and CSVM. The parameters of all the methods are set as in [5], with most parameters set by cross validation. For methods using K-means clustering, we calculate the average accuracy and the standard deviation on the test set over 10 random repetitions. The results are presented in Table 1. Here, we set the number of clusters \( K \) to 14 for K-means+SVM, CSVM and LSV-MTL. As expected, linear and kernel SVM achieve the worst and best performance, respectively, over all datasets. Nevertheless, kernel SVM can be prohibitively expensive for large-scale datasets. Our proposed LSV-MTL achieves not only comparable performance to kernel SVM, but also much higher efficiency for prediction. The reason is that the prediction complexity of LSV-MTL is linear in the number of tasks \( K \), while the complexity of kernel SVM scales with the number of support vectors. For example, with \( K = 14 \), the prediction time of LSV-MTL on the IJCNN1 dataset is 0.62 seconds, whereas the time of kernel SVM is 34.71 seconds, with 7924 support vectors learned. Even though SVM-KNN and LL SVM also perform well in most cases, they are slow due to the nature of lazy learning and local coordinate coding respectively. LL SVM is sometimes slower than kernel SVM [5]. The relatively poor performance of K-means+SVM is likely due to its ignorance of the relatedness...
among the multiple tasks. LSVM only yields slightly better results than K-means+SVM, with increased complexity.

CSVM is state-of-the-art for this field, so we compare it with LSVM-MTL in detail. Figure 3 shows the classification accuracy of CSVM and LSVM-MTL with the number of clusters ranging from 2 to 20. LSVM-MTL outperforms CSVM on all the datasets except the SKIN dataset. However, the SKIN dataset is simple, so even linear SVM produces satisfactory results. The performance of LSVM-MTL generally improves with the number of clusters. Two factors may account for this improvement. First, when the number of clusters increases, the samples in each cluster become linearly separable, and the SVM can classify them well. Second, with more clusters (tasks), multi-task learning is better utilized to transfer knowledge between tasks and avoid overfitting. The performance of LSVM-MTL generally stabilizes as the number of clusters exceeds a certain threshold.

5. CONCLUSION

In this paper, we have proposed the LSVM-MTL model, which clusters the data with a GMM and trains a linear SVM for each cluster. These two steps are combined into a generative model and implemented with an EM algorithm. Furthermore, we consider the training of each linear SVM as a single task and use clustered multi-task learning to capture the relatedness between tasks. Experimental results on benchmark datasets demonstrate that LSVM-MTL outperforms state-of-the-art methods. In the prediction phase, it also achieves much higher efficiency than kernel SVM with comparable classification performance.
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