DSMC: Fast direct simulation Monte Carlo solver for the Boltzmann equation by Multi-Chain Markov Chain and multicore programming
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Direct Simulation Monte Carlo (DSMC) solves the Boltzmann equation with large Knudsen number. The Boltzmann equation generally consists of three terms: the force term, the diffusion term and the collision term. While the first two terms of the Boltzmann equation can be discretized by numerical methods such as the finite volume method, the third term can be approximated by DSMC, and DSMC simulates the physical behaviors of gas molecules. However, because of the low sampling efficiency of Monte Carlo Simulation in DSMC, this part usually occupies large portion of computational costs to solve the Boltzmann equation. In this paper, by Markov Chain Monte Carlo (MCMC) and multicore programming, we develop Direct Simulation Multi-Chain Markov Chain Monte Carlo (DSMC3): a fast solver to calculate the numerical solution for the Boltzmann equation. Computational results show that DSMC3 is significantly faster than the conventional method DSMC.
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1. Introduction

Mathematical description of gas dynamics can be built by continuous models and discrete models. While continuous models mainly include Euler equation and Navier–Stokes equation, discrete models include Boltzmann equation and collisionless Boltzmann equation, and the solving methods for these equations include analytical methods and numerical methods.

Numerical methods for gas dynamics models are usually expensive. Gas dynamics models such as Navier–Stokes equation possess the variable of time, and large
amount of computational costs are spent on the iterations of time progress, and acceleration techniques such as mathematical methods and computational methods are developed.

Direct Simulation Monte Carlo (DSMC) applies Monte Carlo Simulation to solve the Boltzmann equation for large Knudsen number fluid. There are four main parts in the algorithm of DSMC: initialization, sorting, collision and post-processing. Comprehensive research of DSMC is conducted for decades: collision model, particle resolution, the number of collision, collision sampling algorithm, convergence and error analysis. Since DSMC is a numerical solution method for the Boltzmann equation, the main application areas of DSMC comprise flow simulation, heat transfer, etc.

Monte Carlo Simulation based algorithms usually need intensive computation, and DSMC is a typical example to illustrate the demands. Therefore, existing research for accelerating DSMC such as CPU implementation and GPU implementation is conducted. However, solving large-scale problems such as fluid simulation in complicated geometry still leads to large amount of collision sampling, which makes the computational cost of the conventional DSMC high.

While Monte Carlo Simulation uses uniform distribution for approximating the target distribution of the collisions among the gas particles, samplers such as Markov Chain Monte Carlo (MCMC) can be employed for higher efficiency, where MCMC is a sampling algorithm to construct the approximation of the target distribution by Markov Chain, and MCMC is usually more efficient than Monte Carlo Simulation under multiple circumstances such as genetical computation. Li developed fast algorithms to solve the Boltzmann equation.

In this paper, by MCMC and multicore vectorization, we develop Direct Simulation Multi-Chain Markov Chain Monte Carlo (DSMC3): a fast solver to calculate the numerical solution for the Boltzmann equation. The numerical and computational details of DSMC3 are discussed, and the computational results are presented to illustrate the performance of this solver.

The contribution of this paper is that we develop DSMC3, a multicore vectorization-based Direct Simulation Multi-Chain Markov Chain Monte Carlo solver, which is much faster than the conventional method DSMC.

2. Methods

In this section, we firstly introduce the Boltzmann equation for the dilute gas. Then we introduce the conventional method DSMC, the existing numerical solvers for the Boltzmann equation. To increase the efficiency of DSMC, we firstly develop Direct Simulation Markov Chain Monte Carlo (DSMC2), and we then develop DSMC3.

2.1. The Boltzmann equation

The Boltzmann equation is a discrete model to describe the statistical behavior of gas molecular with large Knudsen number. The Boltzmann equation generally
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holds three terms: the force term, the diffusion term and the collision term. The Boltzmann equation can be described by the general format of Eq. (1a):

$$\frac{\partial F}{\partial t} + v \cdot \nabla_x F = Q(F, F),$$  \hspace{1cm} (1a)

where the variable $F(t, x, v)$ is the probability density function for the statistical behaviors of gas particles, and the collision term is a complicated integration:

$$Q[F(v), F(v)] = \int_{R^3} dv' \int_{S^2} d\sigma(|v - v'\sigma|)[F(v') - F(v)].$$  \hspace{1cm} (1b)

Since directly calculating the integration of Eq. (1b) is difficult, approximation methods such as Monte Carlo Simulation can be applied to calculate the integration.

2.2. DSMC: Direct Simulation Monte Carlo

DSMC is an algorithm of applying Monte Carlo Simulation to solve the Boltzmann equation. The main idea of DSMC is representing the dilute gas by particles, dividing the particles of the dilute gas into manually defined cells, and conducting the physical activities such as collision within these cells. DSMC describes molecular behaviors such as collision of the dilute gas in the unit of particle, which is the collection of large number of gas atoms.

To solve the collision term in the Boltzmann equation of Eq. (1b), DSMC randomly selects two particles from the cell by the uniform distribution, and a logical comparison is calculated:

$$U(0, v_{\text{max}}) \leq v(p_1, p_2).$$  \hspace{1cm} (2)

If the logic value of Eq. (2) is true, the collision function

$$\beta(p_1, p_2)$$  \hspace{1cm} (3)

is calculated, where the collision function of Eq. (3) generally possesses the Brown motion, the gravity and the turbulence. The details of DSMC are described in Algorithm 1:

Algorithm 1. Direct Simulation Monte Carlo (DSMC)

Initialization: create the particles by the boundary conditions;

WHILE $t < T$

FOR all cells

    Sorting: sort particles into selected number of cells;
    Collision: calculate inner-cell collisions by Eqs. (2) and (3);

END FOR

END WHILE

Post-processing.

From Algorithm 1, we can see that the DSMC (Algorithm 1) consists of two loops: the WHILE loop for time progress and the FOR loop for all cells. In every
cell at every iteration for time progress, the steps of sorting and collision are calculated. Since the sampler of Eq. (2) obeys the uniform distribution, the efficiency of this sampler is usually low, which leads to large number of calculating the collision function of Eq. (3). To increase the performance of the sampler, DSMC2 is developed.

2.3. DSMC2: Direct Simulation Markov Chain Monte Carlo

As described in DSMC (Algorithm 1), the sampler obeys the uniform distribution, and the algorithm does not take advantage of the information from the previous samples. To increase the efficiency of the sampling, the sampler can be built by Markov Chain as:

$$ u(0, 1) \leq \frac{v(p^n_1, p^n_2)}{v(p^{n-1}_1, p^{n-1}_2)} $$

where $p^{n-1}$ is the sample of the previous step. The set of the sampled collision pairs by equation (4) constructs Markov Chain. The details of DSMC2 are described in Algorithm 2:

**Algorithm 2.** Direct Simulation Markov Chain Monte Carlo (DSMC2)

**Initialization:** create the particles by the boundary conditions;

**WHILE** $t < T$

- **FOR all cells**
  - Update the positions of all particles;
  - Sorting: sort particles into selected number of cells;
  - Collision: calculate inner-cell collisions by Eqs. (4) and (3);
    - Propose a collision pair $(p^n_1, p^n_2)$;
    - Calculate Eq. (4): if the logical value is true, calculate the collision function of Eq. (3); if the logical value if false, re-propose the collision pair $(p^n_1, p^n_2)$;

**END FOR**

**END WHILE**

**Post-processing.**

From Algorithm 2 we can see, DSMC2 (Algorithm 2) also consists of two loops: the WHILE loop for time progress and the FOR loop for all cells. In Algorithm 2, the collision pairs are sampled by Eq. (4), and the collision of the pair is calculated by Eq. (3). Since the sampling efficiency from Markov Chain by Eq. (4) is higher than the uniform distribution by Eq. (2), the number of calculating the collision term of Eq. (3) in DSMC2 (Algorithm 2) is lower than DSMC (Algorithm 1), which is also shown in the next section of Computational Results.

In DSMC2 (Algorithm 2), every cell contains an independent Markov Chain, and there is no cross-cell information exchange. Since the behaviors of every Markov Chain are different, DSMC2 (Algorithm 2) runs sequentially in every cell. To further
increase the efficiency by redesigning DSMC (Algorithm 2) and parallelizing Markov Chain by vectorization, we develop Direct Simulation Multi-Chain Markov Chain Monte Carlo (DSMC3).

2.4. DSMC3: Direct Simulation Multi-Chain Markov Chain Monte Carlo

Multi-Chain Markov Chain is a variant of Markov Chain that contains multiple chains. To satisfy the Single Instruction Multiple Data (SIMD) requirements of multicore vectorization, by the new design from DSMC2 (Algorithm 2) and multicore vectorization, we develop DSMC3 with the sampler:

\[ U(0, 1) \leq \frac{v(P_n^1, P_n^2)}{v(P_n^{n-1}, P_n^{n-1})} \]

where the vector \( P_n^{n-1} \) is the samples of the previous step. The details of DSMC3 are shown in Algorithm 3:

Algorithm 3. Direct Simulation Multi-Chain Markov Chain Monte Carlo (DSMC3)

Initialization: create the particles by the boundary conditions;

WHILE \( t < T \)

Update the positions of all particles;

Sorting: sort particles into the selected number of cells;

Collision: calculate inner-cell collisions by Eqs. (4) and (3);

Propose the vector of the collision pairs \((P_n^1, P_n^2)\) for all cells;

Calculate the collision function of Eq. (3) for all cells;

Calculate Eq. (4) for all cells: for every cell, if the logical value is true, update the calculated velocity; if the logical value is false, keep the velocity the same;

END

Post-processing.

Comparing DSMC3 (Algorithm 3) against DSMC2 (Algorithm 2), the design of the collision part is different: while DSMC2 (Algorithm 2) and DSMC (Algorithm 1) consist of two loops, DSMC3 (Algorithm 3) only contains a WHILE loop. In DSMC2 (Algorithm 2), the collision function of Eq. (3) is calculated if Eq. (4) is true; in DSMC3 (Algorithm 3), the collision function of Eq. (3) is calculated under any circumstance, but the calculated velocity is updated only if Eq. (4) is true. The framework of DSMC3 (Algorithm 3) is also shown in Fig. 1.

From Fig. 1 we can see, every cell contains Markov Chain, and these chains share a common structure: the same implementation of Algorithm 3 and the same chain length. In Fig. 1, the dotted rectangle means the vector \((P_n^1, P_n^2)\) in Algorithm 3. These chains are independent in sampling particle pairs within cells, and every chain constructs an independent approximation for the cell. By the framework in Fig. 1,
3. Computational Results

By referencing the DSMC codes in Ref. 1, we code DSMC3 (Algorithm 3), DSMC2 (Algorithm 2) and DSMC (Algorithm 1) by MATLAB, and we test the three algorithms by the canonical example of gas thermodynamic equilibrium. The computational platform for these experiments is a GPU workstation with Intel i7-2600K CPU, 32GB memory, and this CPU contains four cores.

3.1. The problem

The numerical example in this section is the gas thermodynamic equilibrium problem, and the dilute gas with argon atom is selected. The gas temperature is set as 300K. The particles represent a large number of homogeneous gas atoms, which collides each other and collide against the wall. The gas is enclosed in a cuboid with four sides in specular reflection and two sides in periodic boundary condition. That is, by specular reflection, the particles reflect off the wall with the reversed velocity:

\[ v_{\text{out}} = -v_{\text{in}}. \]

The wall boundary condition is applied to the numerical example, that is, the normal component and the tangential component of the boundary condition are set to zero:

\[ V_{\text{normal}} = 0, \quad V_{\text{tangential}} = V_{\text{wall}}. \]
3.2. The performance

The performance of DSMC3 (Algorithm 3) is tested against the conventional method DSMC (Algorithm 1). The number of particles in the simulated gas is set as 500,000. All three algorithms iterate for 20 time steps to reach the equilibrium, and every time step represents $10^{-10}$ s.

Figure 2 shows the comparison among the time cost of DSMC3 (Algorithm 3), DSMC2 (Algorithm 2) and DSMC (Algorithm 1) in seconds. 10-chain Markov Chain runs for DSMC3 (Algorithm 3) with 8500 states.

From Fig. 2 we can see, the time cost of DSMC2 (Algorithm 2) is significantly lower than DSMC (Algorithm 1). The reason why DSMC2 (Algorithm 2) is faster than DSMC (Algorithm 1) is Markov Chain, the number of calculated collisions by DSMC2 (Algorithm 2) is less than DSMC (Algorithm 1), and the sampling efficiency of Markov Chain of Eq. (4) is higher than the uniform distribution of Eq. (2).

From Fig. 2 we can see, the time cost of DSMC3 (Algorithm 3) is significantly lower than DSMC2 (Algorithm 2) and DSMC (Algorithm 1). The reason why DSMC3 (Algorithm 3) is faster than DSMC2 (Algorithm 2) and DSMC (Algorithm 1) is 10-chain Markov Chain and multicore parallelization, the number of calculated collisions by DSMC3 (Algorithm 3) is much less than DSMC2 (Algorithm 2) and DSMC (Algorithm 1), and multicore parallelization makes multiple chains simultaneously work for highly efficiently sampling.

Figure 3 shows the number of calculated collisions for DSMC3 (Algorithm 3), DSMC2 (Algorithm 2) and DSMC (Algorithm 1) along with time steps, and the total number of time steps is 20. From Fig. 3 we can see, in every time step, the number of calculated collisions of DSMC3 (Algorithm 3) is much smaller than DSMC2 (Algorithm 2) and DSMC (Algorithm 1), which is fixed at 8500.

Does DSMC3 (Algorithm 3) output the same $F(t, x, v)$ to the conventional method DSMC (Algorithm 1)? Figure 4 shows the calculated velocity distribution.
of DSMC (Algorithm 1), DSMC2 (Algorithm 2) and DSMC3 (Algorithm 3). From Fig. 4 we can see, the calculated velocity distributions of DSMC (Algorithm 1), DSMC2 (Algorithm 2) and DSMC3 (Algorithm 3) are approximately the same, which coincides with the Maxwell–Boltzmann distribution.

3.3. The scalability for chain length

The scalability for the chain length of DSMC3 (Algorithm 3) is also tested. The number of particles in the simulated gas is set as 1,000,000. The two algorithms iterate for 20 time steps to reach the equilibrium, and every time step represents $10^{-10}$ s. The number of chains is set to 10.

Figure 5 shows the time cost of DSMC3 (Algorithm 3) and DSMC2 (Algorithm 2) along with the chain length. From Fig. 5 we can see, as the chain lengths increase, the time cost of DSMC3 (Algorithm 3) and DSMC2 (Algorithm 2) increases. From Fig. 5 we can also see, the time cost of DSMC3 (Algorithm 3) along with the chain length is much less than that of DSMC2 (Algorithm 2).

How does $F(t, x, v)$ from DSMC3 (Algorithm 3) change along with the chain length? To answer this question, we record the calculated velocity distribution with different chain lengths, and the results are plotted in Fig. 6.

Figure 6(i) shows the situation when the 10-chain DSMC3 with the length of 10,000 states does not converge to the stationary distribution, and the shape of the velocity distribution is far from the Maxwell–Boltzmann distribution. After the chain length of 10,000 states, the 10-chain DSMC3 reach the stationary distribution, and the shapes of the velocity distribution in Figs. 6(ii) to 6(ix) are almost the same.
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Fig. 4. The velocity distribution of (i) DSMC (Algorithm 1), (ii) DSMC2 (Algorithm 2) and (iii) DSMC3 (Algorithm 3).

Fig. 5. The time cost of DSMC3 (Algorithm 3) and DSMC2 (Algorithm 2) along with the chain length.
3.4. The scalability for number of chains

The scalability for the number of chains is tested for DSMC3 (Algorithm 3). The number of particles in the simulated gas is set as 2,000,000. The chain length of DSMC3 is fixed at 20,000. The two algorithms iterate for 20 time steps to reach the equilibrium, and every time step represents $10^{-10}$ s.

Figure 7 shows the time cost of DSMC3 (Algorithm 3) and DSMC2 (Algorithm 2) along with the number of chains. From Fig. 7 we can see, as the number of chains increases, the time cost of DSMC3 (Algorithm 3) and DSMC2 (Algorithm 2) increases. From Fig. 7 we can also see, the time cost of DSMC3 (Algorithm 3) along with the number of chains is much less than that of DSMC2 (Algorithm 2).

![Fig. 6. The calculated velocity distribution with (i) chain length = 10,000, (ii) chain length = 20,000, (iii) chain length = 30,000, (iv) chain length = 40,000, (v) chain length = 50,000, (vi) chain length = 60,000, (vii) chain length = 70,000, (viii) chain length = 80,000 and (ix) chain length = 90,000.](image)
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How does $F(t, x, v)$ from DSMC3 (Algorithm 3) change along with the chain length? To answer this question, we record the calculated velocity distribution with different number of chains, and the results are also plotted in Fig. 8.

Figure 8(i) shows the situation when DSMC3 with the 10 chains does not reach the stationary distribution, and the shape of the velocity distribution is far from the Maxwell–Boltzmann distribution. After the number of chains is larger than 10, DSMC3 (Algorithm 3) obtains the stationary distribution, and the shapes of the velocity distribution in Figs. 8(ii) to 8(ix) are almost identical.

4. Conclusions

In this paper, by MCMC and multicore vectorization, we develop DSMC3 (Algorithm 3): a fast solver to calculate the numerical solution for the Boltzmann equation. Computational results show that, DSMC3 (Algorithm 3) is significantly faster than the conventional method DSMC (Algorithm 1). Computational results also show that, the results from DSMC3 (Algorithm 3) is as accurate as the results from the conventional method DSMC (Algorithm 1).

5. Discussion

In this paper, we developed DSMC3 (Algorithm 3), which takes full advantages of multicore of modern CPU. From computational experiments, DSMC3 (Algorithm 3) shows the obvious advantages than the conventional DSMC (Algorithm 1) and the sequential DSMC2 (Algorithm 2), especially the number of chains in DSMC3 (Algorithm 3) is large.
In current implementation of DSMC3 (Algorithm 3) in this paper, every chain contain single proposal, which means only one possibility is considered in every state. Since multiple proposals in every chain may result in higher efficiency of DSMC3 (Algorithm 3), which means multiple possibility can be considered in every state, we may develop multi-proposal DSMC3 in the future research.

In current implementation of DSMC3 (Algorithm 3) in this paper, the multiple chains in cells are independent, there is no information exchange among chains. However, since few chains may be stuck, and cross-cell information exchange may overcome this problem, we may develop interactional DSMC3 in the future research.

In this paper, DSMC3 (Algorithm 3) is only parallelized by multicore vectorization. Since the goal of parallelization is to take fully advantages of CPU’s multicore,
more parallelization techniques such as OpenMP and GPU computing can also be applied, we may develop the OpenMP version, the MPI version of DSMC3 or the GPU version of DSMC3 in the future research.

In this paper, DSMC3 (Algorithm 3) is implemented by MATLAB, and we are working on the C++ implementation of DSMC3 (Algorithm 3) on the platform such as OpenFOAM. By multi-core parallelization and GPU computing, we may distribute DSMC3foam, the OpenFOAM version of DSMC3 (Algorithm 3) in the future research.
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