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Abstract—Most feature selection methods first compute a similarity matrix by assigning a fixed value to pairs of objects in the whole data or to pairs of objects in a class or by computing the similarity between two objects from the original data. The similarity matrix is fixed as a constant in the subsequent feature selection process. However, the similarities computed from the original data may be unreliable, because they are affected by noise features. Moreover, the local structure within classes cannot be recovered if the similarities between the pairs of objects in a class are equal. In this paper, we propose a novel local adaptive projection (LAP) framework. Instead of computing fixed similarities before performing feature selection, LAP simultaneously learns an adaptive similarity matrix S and a projection matrix W with an iterative method. In each iteration, S is computed from the projected distance with the learned W and W is computed with the learned S. Therefore, LAP can learn better projection matrix W by weakening the effect of noise features with the adaptive similarity matrix. A supervised feature selection with LAP (SLAP) method and an unsupervised feature selection with LAP (ULAP) method are proposed. Experimental results on eight data sets show the superiority of SLAP compared with seven supervised feature selection methods and the superiority of ULAP compared with five unsupervised feature selection methods.

Index Terms—Local structure learning, sparse feature selection, supervised feature selection, unsupervised feature selection.

I. INTRODUCTION

FEATURE selection is very important for high-dimensional data analysis, because it can help to remove irrelevant features without performance deterioration [1]. In contrast to other dimension-reduction techniques such as principal component analysis (PCA), feature selection techniques do not change the original features but merely select a subset of features that are most useful. Feature selection techniques preserve the original semantics of the dimensions, thereby offering the advantage of interpretability by a domain expert.
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Feature selection can be conducted in supervised, unsupervised, or semisupervised manner depending on whether the label information is available. In the supervised feature selection, feature relevance can be evaluated according to the correlations of features computed according to the class labels, e.g., Fisher score [2], Relief-F [3], [4], robust feature selection (RFS) [5], discriminative least squares regression [6], global redundancy minimization [7], stratified feature selection [8], and robust discriminant regression [9]. In the unsupervised feature selection, without label information, feature relevance can be evaluated by feature dependence or similarity, e.g., Laplacian Score [10], robust spectral feature selection [11], structured optimal graph feature selection (SOGFS) [12], robust joint graph sparse coding [13], and adaptive neighbors feature selection [14]. In the semisupervised feature selection, both labeled and unlabeled data are used, e.g., sSelect [15], semisupervised feature selection via spline regression [16], and rescaled linear square regression [17].

In most feature selection methods, a similarity matrix is initially constructed and fixed for the subsequent feature selection process. For supervised feature selection, we often assign a fixed value to all pairs of objects or the pairs of objects in a class. However, the inner class structure within such a similarity matrix is lost, and we may obtain undesired results on the multimodal data [18]. For unsupervised feature selection, we often compute the similarities from the original data. However, such similarities are affected by noise features and may mislead the feature selection methods into recovering wrong local structure.

To address these problems, we propose a new feature selection framework, called local adaptive projection (LAP). Instead of computing a fixed similarity matrix before performing feature selection, LAP learns an adaptive similarity matrix S and a projection matrix W simultaneously with an iterative method. In each iteration, S is computed from the projected distance with the learned W and W is computed with the learned S. Therefore, LAP can better rank the features by weakening the affection of noise features with the adaptive similarity matrix. A supervised feature selection with LAP (SLAP) method and an unsupervised feature selection with LAP (ULAP) method are proposed. Experimental results on eight data sets show the superiority of SLAP in comparison with seven supervised feature selection methods and the superiority of ULAP in comparison with five unsupervised feature selection methods.

The rest of this paper is organized as follows. Section II presents the notation and definitions used in this paper, and Section III provides a brief survey of related work. We present...
the LAP framework in Section IV. In Section V, an SLAP method and a ULAP method are proposed. The experimental results are presented to verify the effectiveness of both SLAP and ULAP in Sections VI and VII. Conclusions and future work are given in Section VIII.

II. NOTATION AND DEFINITIONS

We summarize the notation and definitions used in this paper. Matrices are written as boldface uppercase letters. Vectors are written as boldface lowercase letters. For matrix \( M = (m_{ij}) \), its \( i \)th row is denoted by \( m^i \), and its \( j \)th column is denoted by \( m_j \). The trace of \( M \) is denoted by \( Tr(M) \). The \( \ell_{2,1} \)-norm of the matrix \( M \in \mathbb{R}^{n \times m} \) is defined as
\[
\|M\|_{2,1} = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{m} m_{ij}^2}.
\]

III. RELATED WORK

Local discriminant analysis (LDA) is a popular dimension-reduction method that aims to find a linear projection matrix that maps data in high-dimensional space into low-dimensional space, in which the between-class scatter is maximized while the within-class scatter is minimized [19]. Let \( X \in \mathbb{R}^{d \times n} \) be a data set with \( n \) objects \( \{x_1, x_2, \ldots, x_n\} \), where \( x_i \in \mathbb{R}^{d \times 1} \). \( X \) is associated with \( c \) classes \( O = \{O_1, \ldots, O_c\} \) in which \( O_l \) consists of all objects in the \( l \)th class. Let \( \mu_l \) be the mean vector of the \( l \)th class and \( \mu \) be the overall mean vector of the original data. LDA is a supervised subspace learning method that aims to find a projection \( W \in \mathbb{R}^{n \times d} \), such that the between-class scatter is maximized while the within-class scatter is minimized, i.e.,
\[
\max_{W^TW=I} Tr((W^T S_w W)^{-1} (W^T S_b W))
\]
where \( S_w \) is the within-class scatter matrix defined as
\[
S_w = \sum_{l=1}^{c} \sum_{x_i \in O_l} (x_i - \mu_l)(x_i - \mu_l)^T
\]
and \( S_b \) is the between-class scatter matrix defined as
\[
S_b = \sum_{l=1}^{c} (\mu_l - \mu)(\mu_l - \mu)^T.
\]

Following LDA, many incremental works have been reported, e.g., uncorrelated LDA and orthogonal LDA [20], local LDA [21], semisupervised LDA [22], and sparse LDA [23].

To handle multimodal data well, it is important to preserve the local structure of the data. The unsupervised dimension-reduction method locality-preserving projection (LPP) finds the local structure by keeping nearby data pairs in the original space close in the embedding space [24]. LPP finds a projection matrix \( W \in \mathbb{R}^{n \times d} \) by solving the following problem:
\[
\min_{W^TW=I} \frac{1}{2} \sum_{i,j=1}^{n} A_{ij} \|W^T (x_i - x_j)\|^2
\]
where \( A = \{a_{ij}\}_{i,j=1}^{n} \) is a sparse affinity matrix computed from the original data, and \( D_A \in \mathbb{R}^{d \times d} \) is a diagonal matrix in which the \( j \)th diagonal element \( d_{jj} = \sum_{i=1}^{n} a_{ij} \). \( a_{ij} \) is defined as
\[
a_{ij} = \begin{cases} \frac{1}{\left(1 + |x_i - x_j|^2\right)^{0.5}} & \text{if } x_i \in N_k(j) \text{ or } x_j \in N_k(i) \\ 0 & \text{otherwise} \end{cases}
\]

or
\[
a_{ij} = \begin{cases} 1 & \text{if } \|x_i - x_j\|^2 < \varepsilon \\ 0 & \text{otherwise} \end{cases}
\]

where \( N_k(j) \) is the \( k \)-nearest neighbors of \( x_j \), and \( \varepsilon \) and \( t \) are parameters.

He et al. [10] further improved LPP for feature selection and proposed a Laplacian score method that evaluates the features according to their locality-preserving power. The Laplacian score of the \( r \)th feature is defined as
\[
L_r = \frac{\bar{f}_r^T L_A \bar{f}_r}{\bar{f}_r^T D_A \bar{f}_r}
\]
where \( L_A = D_A - A \) is the graph Laplacian. \( \bar{f}_r = f_r - (f_r^T D_A \bar{f}) / (f_r^T D_A 1) 1 \), where \( f_r \) is the \( r \)th feature.

Motivated by both LPP and LDA, Sugiyama et al. [21] proposed a local Fisher discriminant analysis (LFDA). The LFDA preserves the local structure by maximizing the local between-class separability and minimizing the local within-class scatter. The objective function of the LFDA is defined as
\[
\max_{W} Tr((W^T \bar{S}^w W)^{-1} W^T \bar{S}^b W)
\]
where \( \bar{S}^w \) is the local within-class scatter matrix defined as
\[
\bar{S}^w = \frac{1}{2} \sum_{i,j=1}^{n} \bar{a}_{ij}(x_i - x_j)(x_i - x_j)^T
\]
where
\[
\bar{a}_{ij} = \begin{cases} a_{ij} / |O_l| & \text{if } x_i, x_j \in O_l \\ 0 & \text{otherwise} \end{cases}
\]
and \( \bar{S}^b \) is the local between-class scatter matrix defined as
\[
\bar{S}^b = \frac{1}{2} \sum_{i,j=1}^{n} \bar{a}_{ij}(x_i - x_j)(x_i - x_j)^T
\]
where
\[
\bar{a}_{ij} = \begin{cases} \frac{1}{n - 1} - \frac{1}{|O_l|} & \text{if } x_i, x_j \in O_l \\ 0 & \text{otherwise} \end{cases}
\]
Here, \( a_{ij} \) in (10) and (12) has the same meanings as the sparse affinity matrix in LPP.

Gu et al. [25] proposed a joint feature selection and subspace learning (FSSL) method that minimizes the graph-preserving criterion and uses the \( \ell_{2,1} \) norm of the projection matrix for regularization. FSSL finds a projection matrix \( W \in \mathbb{R}^{n \times d} \) by solving the problem
\[
\min_{W^TW=I} \left[ \|W\|_{2,1} + \gamma Tr(W^T XL_A X^T W) \right]
\]
where the affinity matrix $A$ can be computed in the same way as the graph embedding framework [26]: PCA style, in which $a_{ij} = (1/n)$ for $i \neq j$; LDA style, in which $a_{ij} = (\delta_{o_i, o_j}/n_0)$, where $n_0$ is the number of objects in the class that the $i$th object belongs to and the binary value $\delta_{o_i, o_j} = 1$ indicates that the $i$th and $j$th objects are in the same class; or LPP style, in which $a_{ij} = e^{-||x_i - x_j||^2/t_i}$ if $x_i \in N_k(x_j)$ or $x_j \in N_k(x_i)$, or 0 otherwise.

In summary, the above feature selection methods first construct a fixed similarity matrix for the subsequent feature selection process. In general, there are two ways to construct a similarity matrix.

1) Assigning a Fixed Value to All Pairs of Objects or the Pairs of Objects in the Same Class: For example, the similarity between any two objects is set as $1/n$ in FSSL-PCA (FSSL with PCA-type adjacency matrix), where $n$ is the number of objects. In FSSL-LDA (FSSL with LDA-type adjacency matrix), the similarity between two objects in a class $O_i$ is set to $(1/|O_i|)$, where $|O_i|$ is the number of objects in $O_i$. However, with the above similarity matrices, the local structure within classes cannot be recovered by the feature selection methods, which tends to produce undesired results.

2) Computing the Similarities From the Original Data: For example, FSSL-LPP (FSSL with LPP-type adjacency matrix) uses the heat kernel to compute the similarity between two objects. Spectral feature selection uses an radial basis function kernel to compute the similarity between objects without class label information [27]. However, such similarities are affected by noise features and may mislead the feature selection methods into recovering the wrong local structures.

In this paper, we propose a new feature selection framework that simultaneously performs feature selection and adaptive local structure learning.

IV. LOCAL ADAPTIVE PROJECTION FRAMEWORK

Let $X \in \mathbb{R}^{d \times n}$ be a data set with $n$ objects $\{x_1, x_2, \ldots, x_n\}$, and let $\{F_1, \ldots, F_d\}$ be $d$ features of $X$. According to the theory of manifold learning, there always exists a low-dimensional manifold that can express the structure of high-dimensional data. In this paper, we want to find a linear combination of original features to best approximate the low-dimensional manifold. Let $W \in \mathbb{R}^{d \times m}$ be the projection matrix, where $m$ is the projection dimension, and we can learn $W$ by solving the following objective function:

$$
\min_{W^T W = I} \sum_{i,j=1}^{n} ||W^T (x_i - x_j)||_2.
$$

(14)

The term in problem (14) is the sum of pairwise projected distances. Instead of the commonly used Frobenius-norm-based loss function that is sensitive to outliers, we use the $\ell_{2,1}$-norm-based loss function to remove outliers. The constraint $W^T W = I$ is used to make the feature space distinctive after reduction.

To select only a few features, we add an $\ell_{2,1}$-norm-based regularization term to form the following problem:

$$
\min_{W^T W = I} \sum_{i,j=1}^{n} ||W^T (x_i - x_j)||_2 + \gamma \| W \|_{2,1}.
$$

(15)

The sparsity regularization makes $W$ row sparse and thus suitable for selecting valuable features. $\gamma$ is the regularization parameter. With the learned $W$, the importance of $d$ features can be ranked in the descending order of $\| W \|_{2,1}$; $\| W \|_{2}$. Clearly, $\| W^T (x_i - x_j) \|_2$ and $\| W \|_{2,1}$ can be zero in theory; however, they will make (15) nondifferentiable. To avoid this condition, we introduce a sufficiently small constant $\epsilon$, e.g., $10^{-10}$, to avoid a zero denominator and rewrite $\| W^T (x_i - x_j) \|_2$ as $\sqrt{\| W^T (x_i - x_j) \|_2^2 + \epsilon}$ and $\| W \|_{2,1}$ as $\sum_{l=1}^{d} \sqrt{\| W^T w(l) \|_2^2 + \epsilon}$. Therefore, we have

$$
\min_{W^T W = I} \sum_{i,j=1}^{n} \sqrt{\| W^T (x_i - x_j) \|_2^2 + \epsilon} + \gamma \sum_{l=1}^{d} \sqrt{\| W^T w(l) \|_2^2 + \epsilon}.
$$

(16)

The Lagrangian function of problem (16) is

$$
\mathcal{L}(W, \Lambda) = \sum_{i,j=1}^{n} \sqrt{\| W^T (x_i - x_j) \|_2^2 + \epsilon} + \gamma \sum_{l=1}^{d} \sqrt{\| W^T w(l) \|_2^2 + \epsilon} + Tr(\Lambda (W^T W - I))
$$

(17)

where $\Lambda \in \mathbb{R}^{m \times m}$ is the Lagrangian multiplier. Taking the derivative of $\mathcal{L}(W, \Lambda)$ with respect to $W$ and setting the derivative to zero gives

$$
\frac{\partial \mathcal{L}(W, \Lambda)}{\partial W} = \sum_{i,j=1}^{n} \frac{s_{ij} \| W^T (x_i - x_j) \|^2}{\partial W} + 2\gamma Q W + W \Lambda = 0
$$

(18)

where $Q \in \mathbb{R}^{d \times d}$ is a diagonal matrix with the $i$th diagonal element defined as

$$
q_{ii} = \frac{1}{2\sqrt{\| w(l) \|_2^2 + \epsilon}}
$$

(19)

and $S \in \mathbb{R}^{n \times n}$ is defined as

$$
s_{ij} = \frac{1}{2\sqrt{\| w(l) \|_2^2 + \epsilon}}
$$

(20)

Equation (18) is difficult to solve because $Q$ and $S$ depend on $W$. In this paper, we propose an iterative method to solve $W$. We first fix $Q$ and $S$ to solve $W$ by solving the following problem:

$$
\min_{W^T W = I} \left[ Tr(W^T X L_S X^T W) + \gamma Tr(W^T Q W) \right].
$$

(21)

Problem (21) can be solved directly to obtain the optimal solution to $W$ as the $m$ eigenvectors of $X L_S X^T + \gamma Q$ corresponding to the $m$ smallest eigenvalues, where $L_S = D_S - S$ is the Laplacian matrix of $S$ and $D_S = \mathbb{R}^{n \times n}$ is a diagonal matrix with the $i$th diagonal element as $\sum_{j=1}^{n} s_{ij}$.
Then, with the new $W$, we update $Q$ and $S$ according to (19) and (20). The above algorithm, denoted as LAP, is described in Algorithm 1. In the new method, $W$, $Q$, and $S$ are alternatively updated until convergence of the algorithm.

**Theorem 1:** The iteration process of Algorithm 1 will monotonically decreases the objective function of problem (16) in each iteration. The proof of Theorem 1 can be found in the Appendix.

Thus, the alternating optimization process will converge as the number of iterations goes to infinity. Let $W$ be the converged solution. It can be verified that the derivative of (21) with respect to $W$ is exactly (17), so the converged $W$ will satisfy (18), which is the Karush–Kuhn–Tucker condition of problem (16). Therefore, Algorithm 1 can converge to a local solution of problem (16).

Algorithm 1 LAP: Algorithm to Solve Problem (16)

1: **Input:** Data matrix $X \in \mathbb{R}^{d \times n}$, initial $Q$, $S$, regularization parameter $\gamma$.
2: Set $t = 0$.
3: **repeat**
4: Update $W_{t+1}$ as the $m$ eigenvectors of $(XLXL^T + \gamma Q_t)$ corresponding to its $m$ smallest eigenvalues.
5: Update the diagonal matrix $Q_{t+1}$, where the $l$-th diagonal element is $\frac{1}{\sqrt{w_{l+1}^Tw_{l+1}} + \epsilon}$.
6: Update the matrix $S_{t+1}$, where $s_{ij}$ is defined in Eq. (23).
7: Set $t = t + 1$.
8: **until** Converges.
9: **Output:** $W$.

According to the definition of $s_{ij}$ in (20), we can consider $s_{ij}$ as the local similarity between $x_i$ and $x_j$. Instead of assigning a fixed similarity to two objects, the new method assigns the learned similarity to pairs of objects, which is inversely proportional to the projected distance $\|W^T(x_i - x_j)\|^2_2$. Compared with the existing methods introduced in Section III, the new LAP framework has three advantages: 1) instead of using the fixed affinity matrix, LAP learns local similarities and performs feature selection simultaneously; 2) LAP imposes the $l_2,1$ norm on both the pairwise projected distances and projection matrix $W$ to simultaneously preserve the local structure and select only a few features; and 3) LAP makes the learned $W$ both distinctive and row sparse.

V. SUPERVISED AND UNSUPERVISED FEATURE SELECTION WITH LOCAL ADAPTIVE PROJECTION

In this section, we propose two feature selection methods based on the LAP framework, i.e., SLAP and ULAP. Effective optimization algorithms with proved convergence are proposed to optimize the two methods.

1) Supervised Feature Selection With Local Adaptive Projection: Assume that $X$ is associated with $c$ classes $O = \{o_1, \ldots, o_c\}$ in which $o_i$ consists of all objects in the $i$th class. In the unsupervised feature selection task, $k$-nearest neighbor similarities are commonly used to preserve the local structure. Since the class labels are already known, it is natural to consider only the $k$-nearest neighbors in the same class. Therefore, we revise problem (16) to form the following objective function for SLAP:

$$
\min_{W} \sum_{i,j=1}^n v_{ij} \|W^T(x_i - x_j)\|_2 + \gamma \|W\|_{2,1}.
$$

where $v_{ij} = 1$ if $x_j \in M_k(x_i)$ or $x_i \in M_k(x_j)$ and $v_{ij} = 0$ otherwise. $M_k(x_i)$ consists of at most $k$-nearest neighborhoods of $x_i$ that are in the same class as $x_i$. The distance between two objects $x_i$ and $x_j$ is defined as $\|x_i - x_j\|_2$.

According to Theorem 1, it can be verified that problem (22) can be solved by solving (21), but the definition of $S$ becomes

$$
s_{ij} = \begin{cases} 
1 & \text{if } x_j \in M_k(x_i) \text{ or } x_i \in M_k(x_j) \\
\frac{1}{2\sqrt{\|W^T(x_i - x_j)\|_2^2 + \epsilon}} & \text{otherwise.}
\end{cases}
$$

From (23), we can see that $S$ consumes the class label information by setting $s_{ij} = 0$ for objects in different classes. Based on Algorithm 1, we propose an iterative algorithm to obtain the optimal solution of $W$, which is described in Algorithm 2. In each iteration, $W$ is calculated with the current $Q$ and $S$; then, $Q$ and $S$ are updated based on the currently calculated $W$. The iteration procedure is repeated until the algorithm converges. With the learned $W$ by SLAP, the importance of $d$ features can be ranked in the descending order of $[\|w^1\|_2, \ldots, \|w^d\|_2]$. We can select the first $r$ features as the ultimate result. For simplicity, we denote our feature selection method as SLAP in the following. The convergence of SLAP can be verified according to Theorem 1.

Algorithm 2 SLAP: Algorithm to Solve Problem (22)

1: **Input:** Data matrix $X \in \mathbb{R}^{d \times n}$, labels $Y \in \mathbb{R}^{n \times c}$, projection dimension $m$, the number of nearest neighbors $k$, regularization parameter $\gamma$, and the number of selected features $r$.
2: Set $t = 0$.
3: For each object $x_i \in X$, form $M_k(x_i)$.
4: Initialize $Q_0 = I$, $S_0$ such that $s_{ij} = 1$ if $x_j \in M_k(x_i)$ or $x_i \in M_k(x_j)$, and $s_{ij} = 0$ otherwise.
5: **repeat**
6: Update $W_{t+1}$ as the $m$ eigenvectors of $(XLXL^T + \gamma Q_t)$ corresponding to its $m$ smallest eigenvalues.
7: Update the diagonal matrix $Q_{t+1}$, where the $l$-th diagonal element is $\frac{1}{2\sqrt{w_{l+1}^Tw_{l+1}} + \epsilon}$.
8: Update the matrix $S_{t+1}$, where $s_{ij}$ is defined in Eq. (23).
9: Set $t = t + 1$.
10: **until** Converges.
11: **Output:** Calculate all $[\|w^1\|_2, \ldots, \|w^d\|_2]$, sort them in the descending order and select the top $r$ ranked features as the ultimate result.

2) Unsupervised Feature Selection With Local Adaptive Projection: If the class labels are unknown, it is useful to explore local structure, especially when the number of objects $n$ is very large. Let $N_k(x_i)$ denote the set of $k$-nearest
neighbors of \( x_i \), where the distance between two objects \( x_i \) and \( x_j \) is defined as \( \| x_i - x_j \|_2 \). We change problem (16) to form the following objective function for ULAP:

\[
\min_{W^TW=I} \sum_{i,j=1}^{n} u_{ij} \| W^T(x_i - x_j) \|_2 + \gamma \| W \|_{2,1} \quad (24)
\]

where \( u_{ij} = 1 \) if \( x_j \in N_k(x_i) \) and \( x_i \in N_k(x_j) \), or \( u_{ij} = 0 \) otherwise.

According to Theorem 1, it can be verified that problem (24) can be solved by solving (21), but the definition of \( S \) becomes

\[
s_{ij} = \begin{cases} 
1 & \text{if } x_j \in N_k(x_i) \text{ or } x_i \in N_k(x_j) \\
2 \sqrt{\| W^T(x_i-x_j) \|^2_2 + \epsilon} & \text{otherwise.} 
\end{cases}
\]

\[
(25)
\]

Based on Algorithm 1, we propose an iterative algorithm to optimize (24), which is described in Algorithm 3. In each iteration, \( W \) is calculated with the current \( Q \) and \( S \), and then, \( Q \) and \( S \) are updated based on the currently calculated \( W \). The iteration procedure is repeated until the algorithm converges. With the learned \( W \) by ULAP, the importance of \( d \) features can be ranked in the descending order of \( \{\| w^1 \|_2, \ldots, \| w^d \|_2 \} \). We can select the first \( r \) features as the ultimate result. For simplicity, we denote our feature selection method as ULAP in the following context. The convergence of ULAP can be verified according to Theorem 1.

\begin{algorithm}
\caption{ULAP: Algorithm to Solve Problem (24)}
1: \textbf{Input:} Data matrix \( X \in \mathbb{R}^{d \times n} \), the projection dimension \( m \), the regularization parameter \( \gamma \), the number of neighbors \( k \), and the number of selected features \( r \).
2: Set \( t = 0 \).
3: For each object \( x_i \in X \), form \( N_k(x_i) \).
4: Initialize \( Q_0 = I \), \( S_0 \) such that \( s_{ij} = 1 \) if \( x_i \in N_k(x_j) \) or \( x_j \in N_k(x_i) \), and \( s_{ij} = 0 \) otherwise.
5: \textbf{repeat}
6: Update \( W_{t+1} \) as the \( m \) eigenvectors of \( (X S_t X^T + \gamma Q_t) \) corresponding to its \( m \) smallest eigenvalues.
7: Update the diagonal matrix \( Q_{t+1} \), where the \( l \)-th diagonal element is \( \frac{1}{2 \sqrt{\| w^l \|_2} + \epsilon} \).
8: Update the matrix \( S_{t+1} \) according to Eq. (25).
9: Set \( t = t + 1 \).
10: \textbf{until} Converges
11: \textbf{Output:} Calculate all \( \{\| w^1 \|_2, \ldots, \| w^d \|_2 \} \), sort them in the descending order and select the top \( r \) ranked features as the ultimate result.
\end{algorithm}

VI. EXPERIMENTAL RESULTS AND ANALYSIS OF SLAP

In this section, we show the performance of the proposed SLAP method on both synthetic and real-world data sets.

A. Experiments on Synthetic Data Sets

We generated a synthetic data set \( D_1 \) to test the projection ability of the proposed SLAP for feature selection. The data set consists of 12 dimensions, where the data in the first two dimensions are distributed in three Gaussian shapes while the data in the other dimensions are uniformly distributed noise features. Fig. 1(a) shows the data set in the first two dimensions, in which two small Gaussian clusters are contained in one class. In this experiment, our goal is to find a good direction of projection that can be used for feature selection. We compared SLAP with four methods, including LDA [19], linear discriminant feature selection (LDFS) [28], Hilbert–Schmidt feature selection (HFSF) [28], and FSSL-LDA (FSSL with LDA distance). In this experiment, the projected dimension was set as 1 and the number of the nearest neighborhoods \( k \) was set to 5. The regularization parameters in FSSL-LDA and SLAP were set to 1 for a fair comparison. The direction results of projection are displayed in Fig. 1(b), which shows that if we consider separating only the red class from the blue class, the direction of projection revealed by LDA is good. However, if we want to separate the two small classes contained within the red class, SLAP achieves the best direction of projection. The direction of projection revealed by FSSL-LDA is missing, because the first two dimensions are assigned as zero [see Fig. 1(c)].

To check whether SLAP is robust to noise features, we show the feature ranking values of all five methods in Fig. 1(c). This figure shows that SLAP has produced the best feature ranking values, where the first dimension is 1 and the other 11 dimensions are 0. Due to the introduction of the \( \ell_{2,1} \) norm for both the sum of the within-class distances and the regularization term, SLAP can select the first dimension and ignore the effect of 10 noise dimensions. Besides SLAP, LDFS and HSFS are the only two methods that identify the importance of the first dimension. The seventh dimension is successfully affected by all three methods, including LDA, FSSL-LDA, and FSSL-LDA even scored the first dimension 0.

We also show the learned \( S \) in Fig. 2. In Fig. 2(a), we observe only a two-class structure in the initial \( S \). Surprisingly, in Fig. 2(b), we can clearly observe a three-class structure, which shows that SLAP successfully recovers hidden clusters in a class. This result shows that SLAP can better rank the features that help to solve the multimodality problem.

B. Experiments on Benchmark Data Sets

In this section, we present the experimental results and analysis for eight benchmark data sets.

1) Benchmark Data Sets: We selected eight benchmark data sets from the Xiaojun Chen’s website. Table I summarizes the characteristics of these eight data sets. The column “#Projected dimensions” represents the number of projection dimensions, which is the number of features to which the original figures are projected.

2) Comparison Results and Analysis: To validate the effectiveness of SLAP, we compared it with seven state-of-the-art supervised feature selection methods, namely,

http://www.escience.cn/people/chenneijun/index.html
Fig. 1. Projection direction results of five methods on $D$ (in Fig. 7, the direction of projection revealed by FSSL-LDA is missing, since the first two dimensions are assigned as zero). (a) Original data set $D$ with two clusters in the first two dimensions. (b) Directions of projection in the first two dimensions revealed by five methods on $D$. (c) Feature ranking values computed by five methods on $D$.

Fig. 2. (a) Initial $S$ and (b) learned $S$ by SLAP on $D$, in which values greater than 1 are set to 1 to clearly illustrate the structure in $S$.

<table>
<thead>
<tr>
<th>Name</th>
<th>#Objects</th>
<th>#Features</th>
<th>#Classes</th>
<th>#Projected dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
<td>[2-13]</td>
</tr>
<tr>
<td>Musk</td>
<td>476</td>
<td>166</td>
<td>2</td>
<td>[10,20,...,100]</td>
</tr>
<tr>
<td>HV</td>
<td>606</td>
<td>100</td>
<td>2</td>
<td>[5,10,...,50]</td>
</tr>
<tr>
<td>Leukemia</td>
<td>386</td>
<td>3051</td>
<td>2</td>
<td>[50,...,500]</td>
</tr>
<tr>
<td>Breast2</td>
<td>77</td>
<td>4869</td>
<td>2</td>
<td>[50,...,500]</td>
</tr>
<tr>
<td>Vehicle</td>
<td>846</td>
<td>18</td>
<td>4</td>
<td>[2-18]</td>
</tr>
<tr>
<td>Ecoli</td>
<td>336</td>
<td>343</td>
<td>8</td>
<td>[20,40,...,200]</td>
</tr>
<tr>
<td>Segment</td>
<td>2310</td>
<td>19</td>
<td>7</td>
<td>[2-19]</td>
</tr>
</tbody>
</table>

1http://www.esience.cn/people/chenxiaojian/index.html

TABLE I
CHARACTERISTICS OF EIGHT BENCHMARK DATA SETS

For each data set, we ran each of the eight supervised feature selection methods to select different numbers of features. For the selected features, we performed 10-fold LibSVM, and the average accuracies were computed. Finally, the average accuracies versus the numbers of selected features of eight methods on eight data sets are reported in Fig. 3. To check whether SLAP is significantly outperformed all the other methods, we performed t-tests to test whether the result of our method is different from that of the other methods (the results are considered to be different if the $p$-value of the t-test is less than 0.05). We say that SLAP significantly outperforms all other methods if the average value of SLAP is higher than that of the other methods and the results of SLAP are different from those of all the other methods based on t-test. For each data set, the average accuracies on all selected features are summarized in Table II. Overall, our proposed SLAP method is significantly outperformed all other methods on four data sets, namely, Wine, Musk, Hill-Valley, and Vehicle. Specifically, SLAP has achieved >9% average improvement on the Vehicle data set compared with the second-best method FSSL-LDA. SLAP has even achieved a nearly 74% average improvement compared with the baseline. On the Wine data set, SLAP has achieved a nearly 4% average improvement compared with the second-best method FSSL-LDA and a 110% improvement

Relief-F [3], [29], RFS [5], HSIClasso [30], feature selection via concave minimization [31], Fisher score [2], LDFS [28], HSFS [28], and FSSL-LDA [25]. We also used all features to run support vector machine (SVM) as a baseline. We set the parameters of all methods using the same strategy to make the experiments fair, i.e., $\{10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2, 10^3\}$. For LDFS, HSFS, FSSL-LDA, and SLAP, the projected dimensions for the different data sets are shown in Table I. The neighborhood parameters in Laplacian score, FSSL-LDA, LDFS, and SLAP were set to $\{2, 4, \ldots, 10\}$ for the Leukemia and Breast2 data sets and to $\{5, 10, \ldots, 50\}$ for the other six data sets in Table I.
compared with the baseline. SLAP has also achieved a good performance on the remaining data sets. Besides SLAP, RFS, and HISClasso, each one has produced the best result in a single case. In addition, SLAP has outperformed FSSL-LDA on almost all data sets. This indicates that the learned implicit adaptive local structure learning improves the performance of supervised feature selection.

3) Parameter Sensitivity and Convergence Study: We select the Musk data set to illustrate the relationship between the projection matrix $W$ and the two parameters $\gamma$ and $m$ in SLAP. For each $\gamma$, we selected the learned projection matrix $W$ with $m = 100$ and $k = 20$ on the Musk data set. For each $W$, we computed the normalized

$$\left\{ \frac{\|w^1\|_2}{\sum_{j=1}^{d} \|w^j\|_2}, \ldots, \frac{\|w^d\|_2}{\sum_{j=1}^{d} \|w^j\|_2} \right\}$$

and sorted them in the descending order of normalized feature score $SW$. The results are shown in Fig. 4(b). From this figure, we can see that $SW$ does not change substantially with the increase in $\gamma$. For each $m$, we select the learned projection matrix $W$ with $\gamma = 1$ and $k = 20$ on the Musk data set and draw the relationships between the feature score $SW$ and $m$ in Fig. 4(a). From this figure, we can see that $SW$ is highly affected by $m$. With the decrease in $m$, $SW$ will contain more values that are close to zero. Compared with $\gamma$, $m$ affects the learned $SW$ more. Therefore, we can set smaller $m$ in order to force SLAP to select fewer important features. We further analyze the change of $SW$ with both parameters $m$ and $\gamma$.

The average accuracies versus $m$, $\gamma$, and $k$ on the Musk data set are reported in Fig. 5. We can see that $m$ affects the results of SLAP more than $\gamma$ and $k$. With the increase in $m$, the accuracies first drop and then increase. However, the highest accuracy is achieved with the smallest number of selected features. This indicates that we have to carefully set $m$ even when we want to select only a small number of features. In real-world applications, we can perform hierarchy grid search to select a proper $m$, $\gamma$, and $k$ for better results.

We have proved the convergence of SLAP in Section IV. Now, we experimentally study the speed of its convergence.
The convergence curve of the objective function values on the Musk data set is shown in Fig. 6. We can see that Algorithm 2 converges rapidly, which ensures the speed of the whole proposed approach.

VII. EXPERIMENTAL RESULTS AND ANALYSIS ON ULAP

In this section, we demonstrate the performance of the proposed unsupervised feature selection method ULAP on both synthetic and real-world data sets.

A. Experiments on Synthetic Data Sets

We generated a synthetic data set $D_2$ to test the projection ability of the proposed ULAP for unsupervised feature selection. The data set consists of 22 dimensions, where the data in the first two dimensions are distributed in two Gaussian shapes while the data in the other dimensions are noise features that are uniformly distributed in $[-1, 1]$. Fig. 7(a) shows the data set in the first two dimensions. From this figure, we can see that the horizontal dimension is the best dimension to distinguish the two clusters.

We compared the ULAP on $D_2$ with three methods, namely, PCA [32], LPPs [24], and Laplacian score [10]. In this experiment, the projected dimensions were set to 1 and 2. The direction results of projection are displayed in Fig. 7(b) and (c). These figures show that ULAP finds the best directions of projection in both experiments. Due to the introduction of the $\ell_2, 1$ norm for both the sum of the pairwise distances and the regularization term, ULAP has selected the first dimension and ignored the second dimension when $m = 1$ and $m = 2$.

Although PCA finds a good direction of projection when $m = 1$, its direction of projection is affected by the second dimension when $m = 2$.

B. Experiments on Benchmark Data Sets

In this section, we demonstrate the effectiveness of the proposed ULAP method on eight benchmark data sets.

1) Comparison Results and Analysis: We evaluated ULAP on the eight benchmark data sets listed in Table I. To validate the effectiveness of ULAP, we compared it with five state-of-the-art unsupervised feature selection methods, namely, Laplacian score [10], unsupervised discriminative feature selection (UDFS) [33], multi-cluster feature selection (MCFS) [34], SOGFS [12], and adaptive unsupervised feature selection (AUFS) [35]. We also used all features to run SVM as the baseline. We set the parameters of all methods using the same strategy to make the experiments fair, i.e., \{10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2, 10^3\}. For SOGFS, AUFS, and ULAP, the projected dimensions for different data sets are shown in Table I. The neighborhood parameters, such as Laplacian score, UDFS, MCFS, SOGFS, and ULAP, were set to \{2, 4, ..., 10\} for the Leukemia and Breast2 data sets and to \{5, 10, ..., 50\} for the other six data sets in Table I.

For each data set, we ran each of the six unsupervised feature selection methods to select different numbers of features. For the selected features, we performed 10-fold LibSVM, and the average accuracies were computed. Finally, the average accuracies versus the number of selected features of six methods on eight data sets are reported in Fig. 8. For each data set, the average accuracies on all selected features are summarized in Table III in the same way as...
in Table II. Overall, our proposed ULAP method is significantly outperformed all other methods on four data sets, i.e., the Hill-Valley, Leukemia, Breast2, and Vehicle data sets. ULAP has achieved a nearly 5% average improvement on the Vehicle data set compared with the second best method SOGFS. It even produced a nearly 70% average improvement compared to SVM with all features on the Vehicle data set. On the Leukemia data set, ULAP has achieved 100% accuracy with only 20 features. ULAP has also achieved a good performance on the remaining data sets. Besides ULAP, SOGFS has achieved the best result in only one case. This indicates that the results of ULAP are significantly better than
Fig. 9. Feature score $SW$ versus $\gamma$, $k$, and $m$ for ULAP on the Hill-Valley data set. (a) $SW$ versus $\gamma$ ($m = 200$ and $k = 10$). (b) $SW$ versus $k$ ($\gamma = 1$ and $k = 10$). (c) $SW$ versus $m$ ($\gamma = 1$ and $k = 10$).

Fig. 10. Average accuracy versus (a) $m$, (b) $\gamma$, and (c) $k$ by ULAP on the Hill-Valley data set.

Fig. 11. Convergence curves of ULAP on the Hill-Valley data set.

VIII. Conclusion

In this paper, we have proposed a novel feature selection framework, LAP, which simultaneously performs feature selection and adaptive local structure learning. The new method learns a projection matrix $W$ and an adaptive similarity matrix $S$ by minimizing the $\ell_{2,1}$ norm of the sum of pairwise distances and regularization term of $W$. An iterative optimization algorithm with the proved convergence is proposed to optimize the new model. In each iteration, $S$ is computed from the projected distance with the learned $W$, and $W$ is computed with the learned $S$. Therefore, LAP can better rank the features by weakening the effect of noise features with the adaptive similarity matrix. SLAP and ULAP methods are proposed based on the LAP framework. Empirical studies are conducted on eight benchmark data sets, and the results demonstrate the superiority of both SLAP and ULAP.

In the future work, we will improve the LAP framework to address large-scale data.

APPENDIX

Proof of Theorem 1

Proof: Suppose the updated $W$ by solving problem (21) is $\tilde{W}$. It is easy to see that

$$\tilde{W} = \arg\min_W \left[ Tr(W^T X S X^T W) + \gamma Tr(W^T Q W) \right]$$

which indicates that

$$Tr(\tilde{W}^T X S X^T \tilde{W}) + \gamma Tr(\tilde{W}^T Q \tilde{W}) \leq Tr(W^T X S X^T W) + \gamma Tr(W^T Q W).$$

(27)
We add \( \sum_{i,j=1}^{n} \left( \frac{\epsilon}{2\sqrt{\|W^T(x_i-x_j)\|^2 + \epsilon}} \right) \) and \( \gamma \sum_{l=1}^{d} \frac{\epsilon}{\sqrt{\|w_l\|^2 + \epsilon}} \) to both sides of (27), and substitute the definition of \( Q \) in (19). Then, (27) can be rewritten as

\[
\sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{2\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} + \sum_{l=1}^{d} \frac{\|w_l\|^2 + \epsilon}{\sqrt{\|w_l\|^2 + \epsilon}} \leq \sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{2\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} + \sum_{l=1}^{d} \frac{\|w_l\|^2 + \epsilon}{\sqrt{\|w_l\|^2 + \epsilon}}.
\]

(28)

According to [5, Lemma 1], we can verify that the following inequality holds for two positive vectors \( a \in \mathbb{R}^d \) and \( b \in \mathbb{R}^d \):

\[
\sum_{j=1}^{d} a_j - \sum_{j=1}^{d} \frac{a_j}{\sqrt{b_j}} \leq \sum_{j=1}^{d} b_j - \sum_{j=1}^{d} \frac{b_j}{\sqrt{b_j}}.
\]

(29)

Based on (29), we have

\[
\sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{2\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} - \sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{2\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} - \sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{2\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} + \sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}}
\]

\[
\leq \sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{2\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} + \sum_{l=1}^{d} \frac{\|w_l\|^2 + \epsilon}{\sqrt{\|w_l\|^2 + \epsilon}} - \sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} + \sum_{l=1}^{d} \frac{\|w_l\|^2 + \epsilon}{\sqrt{\|w_l\|^2 + \epsilon}}
\]

\[
\leq \gamma \sum_{l=1}^{d} \sqrt{\|w_l\|^2 + \epsilon} - \gamma \sum_{l=1}^{d} \frac{\|w_l\|^2 + \epsilon}{\sqrt{\|w_l\|^2 + \epsilon}}.
\]

(30)

Summing over (28), (30), and (31), we arrive at

\[
\sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} + \gamma \sum_{l=1}^{d} \sqrt{\|w_l\|^2 + \epsilon} \leq \sum_{i,j=1}^{n} \frac{\|W^T(x_i - x_j)\|^2 + \epsilon}{\sqrt{\|W^T(x_i - x_j)\|^2 + \epsilon}} + \gamma \sum_{l=1}^{d} \sqrt{\|w_l\|^2 + \epsilon}.
\]

(32)

Therefore, the iteration process of Algorithm 1 will monotonically decrease the objective function of problem (16) in each iteration. 

\[ \square \]
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